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Abstract

Steel components in nuclear power generation plants suffer from fatigue, due

to the cyclic loading to which they are subjected. It is also often the case

that the amplitude and frequency of this loading changes in an irregular

pattern, as it is directly related to the required power output at any given

time. Detecting such damage is made more challenging since the damaged

site is often on inaccessible internal surfaces of vessels or pipes. This poses

the need to develop a method able to assess the level of such fatigue damage

in these components to ensure that they are operating safely.

In this thesis, ultrasound was used as a potential solution to this issue. Previ-

ous work with through-thickness longitudinal wave measurements has shown

that ultrasound is indeed sensitive to the presence of fatigue, as it will travel

more slowly compared with propagating through a non-fatigued volume of a

material. However, as fatigue is usually a near surface phenomenon, the bulk

longitudinal wave spends limited time inside the fatigue zone, and hence any

observed changes are small and difficult to correlate to a specific fatigue state

with confidence. Therefore, apart from deriving a fatigue assessment tech-

nique, it was also desirable to amplify those changes to minimise the effects

of any uncertainties.

The work presented in this thesis begins by verifying the sensitivity of lon-

gitudinal waves to the presence of fatigue. The verification was achieved by
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constructing longitudinal wave speed C-scans for five flat plates containing

fatigue damage, each at a different fatigue level, which verified both that the

fatigue spot is visible in those maps, and that also, when changes in speed

were considered, the speed reduced monotonically as fatigue progressed.

A natural solution to the issue of amplifying the reduction in a wave’s prop-

agation speed due to the presence of a fatigue zone is the use of Rayleigh

(surface) waves, as they are restricted to propagate in the surface of a ma-

terial, where fatigue is usually concentrated. Indeed, when Rayleigh wave

B-scans were completed for each of the five plates, it was found that the

percentage reduction in speed was amplified by a factor of approximately

ten. Additionally, using a stiffness reduction approach, a method able to

accurately encapsulate the effects which fatigue has on the time-of-flight of

longitudinal and Rayleigh waves in a finite element model was also developed.

The results from the finite element models were found to agree well with the

experimental measurements.

In an attempt to extend the surface waves method to pipes, an extensive

numerical study on the feasibility of using creeping waves for fatigue state

characterisation was completed, as those are waves which can be excited on

the inner surface of a pipe, without having access to it. It was found that for

the geometries which are of interest to the nuclear power generation industry,

the use of such an approach did not yield satisfactory results, due to multiple

unwanted reflections and secondary modes interfering with the monitoring

of the creeping wave. Therefore, for pipe geometries, a through-thickness

approach was considered, this time using shear waves, deployed and analysed

by raster scanning from the outer surface. The challenge of obtaining shear

wave C-scans was overcome with the use of EMATs and a stepper motor

frame. The resulting C-scans showed an increase in the sensitivity to fatigue

of more than double compared with longitudinal waves. Also, the speed-
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reduction behaviour was explained and verified by measuring the dislocation

density of samples corresponding to different fatigue states and comparing

the results to existing theoretical models.

Finally, the use of surface waves in the work completed in this thesis moti-

vated a secondary study on the attenuation of Rayleigh waves when propa-

gating over a rough surface. The well-established scattering theory in two-

dimensional (2D) analysis was verified using finite element modelling in all

three scattering regimes: Rayleigh, stochastic and geometric, and was also

extended to roughness parameters outside the region of validity of the the-

ory. The verification also provides useful insight in terms of verifying the

three-dimensional (3D) theory as well.
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Chapter 1

Introduction

1.1 Motivation

Fatigue is a phenomenon in which a component fails during cyclic loading, at

stress levels below those for which it was designed to withstand under regular

operation. This failure does not occur due to the inability of the component to

support each individual stress cycle, but rather due to the slowly accumulat-

ing, infinitesimal damage that each cycle introduces to the component, which

progressively leads to the creation of cracks, and eventually, failure.

Due to the cumulative nature of the degradation caused by fatigue, it is

important to be able to characterise the fatigue state of components which

are prone to it, to ensure that they are inspected and replaced in a timely

manner. This becomes increasingly important for safety-critical components

- an example of such components, which also motivated this study, are pipes

operating within nuclear steam raising plants, which suffer from fatigue due

to the cyclic pressure and temperature of the water and steam travelling

through them.
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There currently exist multiple theoretical models for predicting remaining

fatigue life, however, their use is potentially infeasible in industrial applica-

tions. This is because they require a priori knowledge of material parameters

and loading information, which is either difficult or impractical to accurately

determine for a real component, especially when the component is loaded

with various amplitudes and at different frequencies for each amplitude. As

a result, industry currently uses some very conservative estimates for fatigue

state estimation, which results to a high inspection and maintenance costs.

This poses the need for the development of a method able to characterise the

fatigue state of engineering components in a practical and more precise way

to what is currently available.

The work presented in this thesis proposes the use of ultrasound as an al-

ternative practical method for fatigue state assessment. The theory [1–5],

predicts that the presence of a fatigue zone in the propagation path of an

ultrasonic wave will alter its propagation speed and attenuation coefficient.

However, as fatigue is usually a near-surface phenomenon, the use of through-

thickness longitudinal wave measurements would cause the waves to spend

very little time inside the fatigue zone, rendering any potential changes small

and difficult to correlate to a specific fatigue state.

To mitigate this issue, and also accommodate for both flat and cylindrical

geometries, the work in this thesis focuses on two fatigue state assessment

methods. For flat components, the use of Rayleigh waves is proposed as they

travel on the surface of a material and hence would be maximally affected

by the presence of a fatigue zone. For cylindrical components, a novel shear

wave C-scanning technique is proposed, which utilises the inherently larger

sensitivity of shear waves [5] to the presence of a fatigue zone.

Additionally, the use of Rayleigh waves in this thesis also motivated a further

area of study - as Rayleigh waves will inherently be affected by the presence
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of physical obstacles in their propagation path, it is undoubtedly useful to

investigate their interaction with a rough surface. This is because any realistic

surface possesses a certain degree of roughness and therefore, knowledge of

how Rayleigh waves interact with it can provide useful information for either

the nature of the roughness itself, or, under the scope of a Rayleigh wave

measurement, how the behaviour of the wave will diverge from the expected

due to the presence of the roughness.

1.2 Thesis outline

Following the brief introduction to the work presented in this thesis, Chapter

2 explains how the Finite Element (FE) software Pogo [6] and the theory

presented in the same chapter were used to derive a method able to excite a

clean Rayleigh wave in an FE domain, as well as an extension to this method

which enables the correct modelling of the attenuation of these waves. Such

a method was of utmost importance to the work presented in this thesis, as

a large proportion of the fatigue related simulation, as well as all the rough

surface simulations, required the use of Rayleigh waves.

Chapter 3 presents the theory, experimental methods and results relating to

the use of Rayleigh waves for fatigue state assessment, achieved via corre-

lating the change in Rayleigh wave propagation speed to the fatigue state

of five purposely fatigued plates, each at a different fatigue level. The re-

sults are compared against analogous measurements using longitudinal bulk

waves, and are also used to derive a model to represent the effects of fatigue

damage in the time-of-flight of longitudinal and Rayleigh waves, in an FE

domain.

Building on the ideas presented in Chapter 3, Chapter 4 presents a poten-

tial method to extend the fatigue state assessment methods for plates into
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pipes, with the aid of creeping waves. A thorough investigation of selecting

the optimal parameters for creeping wave excitation is presented, as well as

some preliminary results for idealised conditions. However, this chapter also

discusses the issues which arise with this method when more realistic FE con-

ditions were used, which resulted in the exploration of alternative methods,

utilising either different types of waves/wave behaviour or more involved FE

excitation and processing techniques.

As the results presented in Chapter 4 were deemed unsatisfactory for the pur-

poses of this study, Chapter 5 reverts to the idea of using through-thickness

waves for fatigue state assessment, this time with shear waves generated from

EMATs. Using the inherent property of EMATs not requiring mechanical

coupling to excite ultrasonic waves, a method to obtain results analogous

to those in Chapter 3 is presented. However, the use of shear waves, as

supported by the theory, also proved to be advantageous in amplifying the

changes in speed observed due to the presence of fatigue. Additionally, a

method to easily extend this technique to pipe geometries is presented, as

well as a preliminary technique to further optimise this method to pipes with

smaller diameters.

Finally, Chapter 6 presents a thorough FE study of the attenuation behaviour

of Rayleigh waves propagating on a rough surface. In this chapter, the theory

and modelling techniques used to complete this study in an efficient, realistic

and mathematically meaningful way are discussed, and both quantitative and

asymptotic results are presented and compared to the relevant theory.
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Chapter 2

Numerical modelling of Rayleigh

waves

2.1 Introduction

A significant part of the results presented in this thesis comes from numerical

simulations involving Rayleigh waves. Therefore, it was necessary to develop

the required methods for generating a clean Rayleigh wave, with minimal

noise and with minimal excitation of other modes before proceeding to de-

velop either the fatigue or rough surfaces models. Additionally, the ability to

simulate the attenuation of Rayleigh waves correctly was also investigated,

since such a capability could prove useful in future work.

The successful generation of clean Rayleigh waves requires thorough under-

standing of the theory behind them. Therefore, prior to presenting the FE

methods, this chapter discusses briefly the theory related to the excitation of

Rayleigh waves, with a focus on the particle displacement in such waves. Fol-

lowing this derivation, this chapter presents the method developed to excite
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Rayleigh waves of good quality in an FE domain and presents examples of the

Rayleigh wave signals obtained by implementing this method. Additionally,

as an extension to the aforementioned method, a derivation of a supplemen-

tary method able to model the attenuation of Rayleigh waves is presented,

accompanied by four attenuation examples of increasing complexity, which

verify the capabilities of the method.

2.2 Rayleigh wave theory

The derivations presented here follow the work in [7] and [8]. Let us consider

a semi-infinite, homogeneous, isotropic material occupying an infinite half

space extending in the positive z direction, as shown in Figure 2.1. Let us

also assume that vacuum occupies the space for z < 0. If the displacement

field of the Rayleigh wave is denoted by u, with x and z components ux and

uz respectively, and a smooth wave field is assumed, u can be written as

u = (ux, uz) = ∇φ+∇×ψ, (2.1)

Figure 2.1: Schematic the setup and coordinate axis used for the derivation
of the displacements of a Rayleigh wave.
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Additionally, the equation of motion in such a medium with no body force

is [7]:

µ∇2u + (λ+ µ)∇∇ · u = ρ

(
∂2u

∂t2

)
, (2.2)

where λ and µ are the first and second Lamè constants respectively, ρ is the

density and t denotes time.

Substituting (2.1) into (2.2) yields

µ∇2[∇φ+∇×ψ] + (λ+ µ)∇∇ · [∇φ+∇×ψ] = ρ

(
∂2

∂t2
[∇φ+∇×ψ]

)
which when rearranged yields:

∇×
[
µ∇2ψ − ρ∂

2ψ

∂t2

]
+∇

[
(2µ+ λ)∇2φ− ρ∂

2φ

∂t2

]
= 0.

Therefore, for Equation (2.2) to hold true, φ and ψ must satisfy

∇2φ =
1

C2
L

∂2φ

∂t2
,

∇2ψ =
1

C2
T

∂2ψ

∂t2
.

(2.3)

In Equation (2.3), the longitudinal and transverse wave speeds, (CL and CT

respectively) are defined as:

CL =

√
λ+ 2µ

ρ
, (2.4)

and

CT =

√
µ

ρ
. (2.5)
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Equations (2.3) further simplify to

∇2φ = −k2
Lφ,

∇2ψ = −k2
Tψ,

(2.6)

under the assumption of a time harmonic solution, where the longitudinal

(kL) and shear (kT ) wavenumbers are defined as

kL =
ω

CL
, (2.7)

kT =
ω

CT
, (2.8)

and ω is the angular frequency of the waves.

For the particular case of Rayleigh waves, which are waves occurring in solids

at sound-soft boundaries, particle motion is restricted within the x−z plane,

and therefore, ψ = (0, ψ, 0).

Now, in the right-hand side of Equation (2.1),

∇φ =

(
∂φ

∂x
,
∂φ

∂y
,
∂φ

∂z

)
, (2.9)

and

∇×ψ =

(
−∂ψ
∂z
, 0,

∂ψ

∂x

)
. (2.10)

By substituting Equations (2.9) and (2.10) in (2.1), the x and z components of

the displacement can be expressed in terms of the scalar and vector potentials

as follows:
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ux =
∂φ

∂x
− ∂ψ

∂z
,

uz =
∂φ

∂z
+
∂ψ

∂x
.

(2.11)

Since solutions representing plane, time harmonic waves are required, φ and

ψ can be written as:

φ = Φ(z)ej(kx−ωt),

ψ = Ψ(z)ej(kx−ωt),
(2.12)

where j is the imaginary unit and k is the wavenumber. As these equations

are indeed time harmonic, they can be substituted in (2.6), and the resulting

φ and ψ values will still satisfy Equation (2.2). Equation (2.6) is satisfied

when Φ(z) and Ψ(z) are such that:

d2

dz2
Φ(z)− (k2 − k2

L)Φ(z) = 0,

d2

dz2
Ψ(z)− (k2 − k2

T )Ψ(z) = 0.

(2.13)

The solution to the above differential equations, along with the stress-free

boundary conditions [8] yields

φ = −Aej(kx−ωt)−ζz,

ψ = jA
2kζ

k2 + ξ2
ej(kx−ωt)−ξz,

(2.14)

where ζ2 = k2−k2
L, ξ2 = k2−k2

T and A is a constant. Finally, the expressions

for φ can ψ can be substituted in Equation (2.11), to obtain the displacements
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for a Rayleigh wave by using the real part of the result:

ux = AkR

(
e−ζRz − 2ζRξR

k2
R + ξ2

R

e−ξRz
)

sin(kRx− ωt),

uz = AζR

(
e−ζRz −

2k2
R

k2
R + ξ2

R

e−ξRz
)

cos(kRx− ωt),
(2.15)

with kR = ω/CR being the Rayleigh wavenumber, ζ2
R = k2

R−k2
L, ξ2

R = k2
R−k2

T ,

and CR being the Rayleigh wave speed. The first interesting feature of Equa-

tion (2.15) is that it reveals the well-known elliptic trajectory which particles

in a material follow when a Rayleigh wave propagates, as (ux, uz) has the

form of the standard parametrisation of an ellipse, for a given frequency and

material. Additionally, the non-dispersive nature of the Rayleigh wave is also

evident, as the result does not require a dependence of kR or CR on the fre-

quency. This reinforces the motivation of using the speed of a Rayleigh wave

as a method to characterise the fatigue state of steel components, because

non-dispersive waves allow for more accurate speed measurements, since the

peaks in the time-trace of such signals do not exhibit dispersion-related shifts

which potentially lead to inaccuracies in speed measurements.

Furthermore, CR can be approximated by [7,8]

CR =
0.87 + 1.12ν

1 + ν
CT , (2.16)

where ν is the Poisson’s ratio. This implies that for real materials (0 <

ν < 0.5), CR ∈ [0.87CT , 0.96CT ]. Finally, it is worth noting that subsequent

studies have shown that the ratio between ux and uz depends solely on ν and

is therefore constant for a given material [9]. This result became relevant

in this study when attempting to excite clean Rayleigh waves in a Finite-

Element (FE) simulation.
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2.3 Finite element modelling theory

All of the numerical simulations in this thesis were completed using the high-

fidelity GPU-based FE software Pogo [6]. Pogo uses the standard discretisa-

tion method used in most FE packages, which involves discretising the domain

into regions of finite size, connected by nodes [10]. Pogo then calculates the

displacement at each node by implementing the finite-difference method in

the time domain, and utilising the boundary conditions (i.e. the values of the

displacement at pre-determined nodes). For a general model with damping

terms, the equation of elasticity is

MÜ + CU̇ + KU = F. (2.17)

In Equation (2.17) M, C, K and F are the mass, damping, stiffness and

the applied force matrices, and U, U̇ and Ü denote the nodal displacement,

speed and acceleration matrices respectively. Each of the entries in the afore-

mentioned matrices corresponds to a degree of freedom for a particular node.

By implementing the finite difference method, Equation (2.17) becomes:

M
Us+1 − 2Us + Us−1

∆t2
+ C

Us+1 −Us−1

2∆t
+ KUs = F, (2.18)

where the superscript s denotes the sth time step, and ∆t is the duration

of that time step. Knowledge of the displacement at the previous two time

steps allows Equation (2.18) to be solved for finding the displacement at the

(s + 1)th step. This approach for FE-studies of elastic wave propagation,

implemented in Pogo has also been used in many other studies [11–13].
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2.4 Obtaining a clean Rayleigh wave signal

An FE model comprised of a rectangular FE domain, a single source and

single monitor node (both on the lower boundary of the FE domain), as

shown in Figure 2.2, was initially created to assess the quality of Rayleigh

waves excited simply by displacing the source node in either the horizontal

or vertical direction, and to determine potential issues that arise with the

excitation of Rayleigh waves in 2D plate-like domains. Monitor nodes are

points in the domain whose displacement is recorded and stored during the

solution of the model, and can therefore be used in the post-processing of the

results.

Figure 2.2: Schematic of the initial model used to derive the method for
creating a good quality Rayleigh wave. This model contains a single source
node and a single monitor node.

In this model, the length of the domain was set to 30 mm, and the thickness

was set to 5 mm. The source and monitor nodes were placed 20 mm apart.

The domain was meshed using 2D square elements, and the mesh size was set

to be approximately equal to λR/30, where λR is the Rayleigh wavelength,

calculated at the centre frequency. This level of discretisation is necessary to

minimise numerical dispersion to a suitable level and hence to avoid numerical

dispersion of the solutions [14]. Almost all FE-related work in this thesis was

done using 4-node rectangular, linear elements and, in some cases, using 3-

node, triangular, linear elements. In the simulations for this section, the

material properties for the simulation were set to E = 200 GPa, ν = 0.25
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and ρ = 7800 kg/m3, where E is the Young’s Modulus.

A very simplistic method to excite a Rayleigh wave in such a domain is

to displace the source node, which is located on the surface of the domain,

in either the horizontal or vertical direction. To investigate the quality of

Rayleigh waves excited with this simple method, a 5-cycle, Hann-windowed

toneburst, with a centre frequency of 10 MHz was applied to the source

node. Two models were created, one where this signal was applied to the

node in the horizontal direction, and one where it was applied in the vertical

direction. After solving the models, the resulting wave fields were visualised

using Paraview 5.6.0 (New Mexico, USA). Paraview is a software allowing

the user to input eXtensible Data Model and Format (XDMF) files, which

can be generated by PogoPro, and visualise the wave field in the model at

predetermined time instances. The results are shown in Figure 2.3.

As shown in Figure 2.3, both methods have successfully excited Rayleigh

waves, travelling on the bottom boundary of the domain, however, two issues

can be seen in both subfigures. Firstly, two Rayleigh waves of approximately

equal magnitude were excited instead of one, travelling in opposite directions.

Additionally, in both subfigures, this method has excited large longitudinal

and shear waves, which both occupy almost the entire thickness of the FE

domain, potentially leading to unwanted reflections, and interference/noise

in measurements.

From the above-mentioned observations it was evident that it was necessary

to develop a method able to minimise the excitation of other modes, without

compromising the quality of the Rayleigh waves. Using the pair of equations

in (2.15), and exploiting the fact that particles follow an elliptical trajectory

in a Rayleigh wave [15], it was expected that if one were able to implement

elliptical excitation to the source, then a pure Rayleigh wave mode would be

excited.
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(a)

(b)

Figure 2.3: Example of the wave fields created by exciting a source node in
either the horizontal (a) or vertical (b) direction. The colour scale in the
figure represents the absolute magnitude of the displacement at each node.
The QR code directs to an animation of this process.
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To achieve this, the single source node was replaced by a source line, as

shown in Figure 2.4, comprised of multiple source nodes. The length of the

source line was chosen to be 3λR, calculated at the centre frequency of the

simulation. The monitor node remained 20 mm away from the centre of the

source line.

Figure 2.4: Schematic of the model used to improve the quality of Rayleigh
waves in an FE model. This model contains a source line and a single monitor
node.

Each of the source nodes in the source line was assigned two time harmonic

excitation signals with a π/2 phase difference between them - the presence of

a sine and a cosine signal allows for the implementation of the elliptical mode

shape excitation to the source nodes, when one is applied orthogonally to the

other. This is because the standard parametrisation of an ellipse, in Cartesian

coordinates, is of the form (a cos(ι), b sin(ι)), where a and b are arbitrary

constants whose ratio determines the eccentricity of the ellipse and ι is the

positive, counter-clockwise angle measured from the x axis. Additionally,

phase delays were implemented to each source node, such that constructive

interference occurred in the desired direction. This method is described in

detail below:

• Two sinusoidal, Hann-windowed time-domain tonebursts were created,

with a 90◦ phase shift between them. This amplitude was selected ar-

bitrarily, as the absolute magnitude of the signal is not important for

speed or attenuation measurements.
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• Pogo provides the ability to assign each source node a unique amplitude,

which scales the time domain signal assigned to that node accordingly.

Therefore, the amplitude at each node was selected in a way such that a

clean Rayleigh wave, with the correct amplitude and phase was created

by the interference of the signal from all the nodes.

• Namely, the complex amplitude assigned the ith source node, ai, located

at the xi position in the model is given by:

ai =
1

2

[
1− cos

(
2π

xi − xmin

xmax − xmin

)]
ejkRxi, (2.19)

where, xmin is the position of the leftmost source node and xmax is the

position of the rightmost source node. The collective use of a unique

amplitude at each node, according to Equation (2.19), results in the

constructive interference of the signals from all source nodes, in the

correct direction, which generates a clean Rayleigh wave.

• The first signal was applied to the ith node with a weighting of [=(ai),

-<(ai)] and the second signal with a weighting of [-<(ai), -=(ai)], where

the two entries in the previous vectors denote the x and z direction re-

spectively, and the notations. <() and =() denote the real and imaginary

part of their argument respectively. This method of assigning the x and

z amplitudes has the effect of imitating the elliptical mode shape of a

Rayleigh wave. Again, the amplitudes of the x and z components of the

Rayleigh wave were arbitrarily selected since those do not affect speed

or attenuation measurements.

An example of a Rayleigh wave field generated by implementing this method

is shown in Figure 2.5. As shown in Figure 2.5, a clean Rayleigh wave field has

been generated. The minimal head waves which lie above the Rayleigh wave

have a very small amplitude, and also lie away from the measuring locations,
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Figure 2.5: Rayleigh wave field, travelling in the positive x-direction created
using the method described in this section. The colour scale in the figure
represents the absolute magnitude of the displacement at each node. The
Rayleigh wave’s centre frequency is 10 MHz.

therefore they will not interfere with the attenuation measurements. It is

worth noting that the method discussed here is also applicable to all source

lengths, as long as the length is larger than one Rayleigh wavelength.

Additionally, the x and z displacements of the wave field shown in Figure

2.5, are shown in subfigures 2.6a and 2.6b respectively. As shown in Figure

2.6, both signals are clean, have distinguishable peaks and minimal noise.

One more interesting observation in Figure 2.6 is that the ratio of the z to

the x displacement is approximately 1.54 - this reflects well the physics of a

Rayleigh wave. As explained by Hassan & Nagy [9], the allowable range for

the z over x amplitude of a Rayleigh wave for a real material is 1.3-1.8; the

ratio obtained here is well within this range.
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(a)

(b)

Figure 2.6: Example of the Rayleigh wave displacements in the (a) x and (b)
z directions, obtained by the use of the method described in this chapter.
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2.5 Attenuation of Rayleigh waves

As demonstrated in the previous subsection, the particle displacements in a

Rayleigh wave follow elliptical trajectories, whose eccentricity is a function of

the material’s Poisson ratio. This elliptical motion makes correctly modelling

the attenuation of Rayleigh waves not as straightforward in an FE domain

compared with waves where the particle motion lies in a straight line.

However, due to superposition, elliptical displacements can always be sepa-

rated into horizontal (x) and vertical (z) components, and hence, a Rayleigh

wave can be treated as the exact sum of its longitudinal and shear com-

ponents. Therefore, if it is possible to derive FE simulation parameters

such that those longitudinal and shear components attenuate by the correct

amount independently, those parameters are expected to correctly attenu-

ate the Rayleigh wave to which these longitudinal and shear waves corre-

spond.

Since such a technique involves attenuating of two independent components

to begin with, it is required to use two methods of energy loss in FE. In Pogo,

this can be achieved through the use of the Pogo attenuation coefficient αPogo,

and the kinematic viscosity, η. Let us assume two points, x1 and x2 separated

by a distance d in an FE domain. Let us also denote the amplitude of the

wave at those points by Ax1
and Ax2

respectively, and the speed of that wave

by C. Then, αPogo is defined as:

αPogo = −2C

d
ln

(
Ax2

Ax1

)
= −2C

d
ln (p) , (2.20)

where p is the ratio of the amplitude of the wave at location x2 to x1. There-

fore, a value of αPogo in a Pogo FE model will cause the wave amplitude to

drop to p of its initial amplitude after having travelled distance d.
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When a value of αPogo is introduced in Pogo, the density parameter in the

model becomes complex:

ρ→ ρ+ j
αPogo

ω
, (2.21)

and therefore, the wavenumber, which is a function of the speed, and hence,

the density, also becomes complex. As a result, when this complex wavenum-

ber is substituted in time harmonic solutions representing waves, which are

of the form u = ej(kx−ωt), where u is any component of the displacement,

the exponent becomes complex and hence, the real part represents a loss of

energy as the wave propagates.

Now, if η is introduced in a model, a separate loss of energy will occur. In

Pogo, the presence of η populates the C matrix with the appropriate entries,

such that, during the solution of Equation (2.18), a loss of amplitude occurs.

Let the subscripts L and T denote quantities related to longitudinal and shear

waves respectively, and pαPogo
and pη denote the amplitude drop between a

given distance due to the presence of αPogo or η in an FE model respectively.

Assuming a model with both αPogo and η, due to superposition, the effect of

each loss mechanism can be treated separately, and therefore, the total drop

in amplitude of longitudinal (pL) or shear (pT ) wave can be written as:

pL = pLαPogo
× pLη , (2.22)

pT = pTαPogo
× pTη . (2.23)

For a given material, the amount by which a Rayleigh wave must attenuate

(i.e. the values of pL and pT ) is known. Now, let us assume that a value of η

is selected, which over a distance d generated an amplitude drop of pLη and

pTη to a longitudinal and shear wave respectively. From Equations (2.22) and
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(2.23), a value for αPogo has to be found then, such that

pLαPogo
=

pL
pLη

, (2.24)

pTαPogo
=
pT
pTη

. (2.25)

To achieve this, the value of αPogo that must be defined in the model should

be either equal to

αPogo = −2CL
d

ln

(
pL
pLη

)
, (2.26)

or

αPogo = −2CT
d

ln

(
pT
pTη

)
, (2.27)

depending on whether the calculation is completed based on the properties

of the longitudinal or the shear wave. There can only exist one value of αPogo

in a model, and hence, the right-hand sides of Equations (2.26) and (2.27)

must be equal:

CL ln

(
pL
pLη

)
= CT ln

(
pT
pSη

)
=⇒

(
pL
pLη

)CL
=

(
pT
pTη

)CT
=⇒

pγL
pT

=
pγLη
pTη

, (2.28)

where the ratio of wave speeds, γ is defined as

γ =
CL
CT

. (2.29)

Equation (2.28) has very useful implications. The arithmetic value of the
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left-hand side can be calculated for a Rayleigh wave on a given material, as

γ, pL and pT are all known. Therefore, if η is selected such that the resulting

pLη and pTη satisfy Equation (2.28), then αPogo can be found using either

Equation (2.26) or (2.27) as both will yield the same result. That particular

combination of η and αPogo will attenuate the Rayleigh wave correctly.

The efficacy of this method is illustrated below, by using two hypotheti-

cal examples, with arbitrary p values, and two examples involving material

properties of steel. The validation is also done at different distance and fre-

quency (f) values, to demonstrate that there is no loss in generality under

this method.

For calculating the pLη and pTη values, a simple rectangular FE domain was

created in Pogo as shown in Figure 2.7. The source line was defined to have

a length of 40 mm in the z direction, and the source nodes were excited in

either the z or x directions, for the excitation of longitudinal or shear waves

respectively. Two monitor nodes were defined on the z = 0 line, to record the

amplitude of the signal at their locations. Both the spacing of the monitor

nodes, and the absolute size of the model were chosen based on the needs of

each particular example which was studied.

For each of the examples, after finding the η value satisfying Equation (2.28)

using the above mentioned mode, and thus calculating the αPogo value, the

η and αPogo values were used simultaneously in a Rayleigh wave model to

investigate whether the said combination indeed attenuated the Rayleigh

wave correctly. To verify this, a similar Rayleigh wave FE model to the one

depicted in Figure 2.4 was used, with the sole difference that two monitor

nodes were defined on the surface instead of one, to measure the drop in the

Rayleigh wave amplitude, pR, over a given distance.
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Figure 2.7: Schematic of the FE domain used to obtain the pLη and pSη
values, for different values of η (cross-sectional view). The spacing of the
monitor nodes and the dimensions of the model were altered depending on
the particular needs of each example which was studied.

2.5.1 Hypothetical example A

Let us assume a hypothetical material, with E = 210 GPa, ρ = 8000 kg/m3,

ν = 0.33 (CL = 6055.3 m/s and CT = 3162.3 m/s). Let us also assume

that if a longitudinal wave, with a frequency of 1 MHz travels through 10

mm of such a material , its amplitude drops to 0.5 from its initial value, and

if a shear wave with the same frequency travels over the same distance, its

amplitude drops to 0.25 from its initial value, i.e. pL = 0.5 and pT = 0.25.

Since this was a study on a hypothetical material, it was necessary to use

DISPERSE [16, 17] to predict the attenuation of a Rayleigh wave travelling

on such a material. DISPERSE is a commercially available software, able

to calculate dispersion curves and hence provides us with the required at-

tenuation values. DISPERSE measures the loss of energy in the form of the
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attenuation coefficient, α, where α is defined as

α = −1

d
ln

(
Ax2

Ax1

)
. (2.30)

Disperse predicts that for a Rayleigh wave propagating on this material, at

1 MHz, α = 149.0 m−1.

Also, for this material,

γ =
6055.3

3162.3
= 1.915. (2.31)

Hence, the required value of η, from Equation (2.28) should be such that the

resulting pLη and pTη satisfy:

pγLη
pTη

=
0.51.915

0.25
= 1.061.

It was found that η = 130 m2s−1 gives pLη = 0.988 and pTη = 0.920, and

therefore
(
pγLη
pTη

)
=1.062, which is very close to the desired value.

Therefore, the required αPogo value, from either of Equations (2.26) or (2.27)

is:

αPogo =
2× 6055.3

0.01
ln(0.5/0.988) =

2× 3162.3

0.01
ln(0.25/0.920)

≈ 8.24× 105 s−1.

When those values of η and αPogo were used simultaneously in the Pogo model

shown in Figure 2.7, the measured values of pL and pT were 0.51 and 0.26

respectively, showing that this combination of viscosity and attenuation gave

the correct drop in amplitude for each component separately.

Subsequently, those η and αPogo were used in a Rayleigh wave model. The

signal recorded by the monitor nodes in the Rayleigh wave model is shown
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Figure 2.8: Rayleigh wave signals, travelling in a hypothetical material CL =
6055.3 m/s, CT = 3162.3 m/s and pL = 0.5 and pT = 0.25 at 1 MHz. The
propagation distance between the two signals x2 − x1 = 10 mm.

in Figure 2.8. Both signals appear to be of good quality, showing that this

attenuation method does not generate noise in the model. Furthermore, the

α value for the Rayleigh wave signals shown in Figure 2.8 was found to be

148.8 m−1, which is close to the value predicted by DISPERSE. Therefore,

this example shows that the theory and modelling method derived here were

able to correctly model the attenuation of a Rayleigh wave for this particular

hypothetical example. A second example, with another hypothetical material

is discussed below.

2.5.2 Hypothetical example B

Let us now assume the same material parameters as in Hypothetical example

A, but with pL = 0.9 and pT = 0.7 over a distance of 10 mm. Similarly to

the example above, DISPERSE was used to predict the attenuation of the

Rayleigh wave on such a material. This value was found to be 36.9 m−1. Since
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the material parameters are the same, γ = 1.915. However, η must now be

selected such that the drop in amplitude of the longitudinal and shear waves,

purely by the presence of η satisfies:

pγLη
pTη

=
0.91.915

0.7
= 1.168.

It was found that η = 325 m2s−1 gives pLη = 0.959 and pTη = 0.791, and

therefore
(
pγLη
pTη

)
=1.166, which is close to the desired value.

Therefore, the required αPogo value, from either of Equations (2.26) or (2.27)

is:

αPogo =
2× 6055.3

0.01
ln(0.9/0.959) ≈ 2× 3162.3

0.01
ln(0.7/0.791)

≈ 7.6× 104 s−1.

When those values of η and αPogo were used in the Pogo model shown in

Figure 2.7, the measured values of pL and pT were 0.90 and 0.70 respectively,

again showing that this combination of viscosity and attenuation gave the

correct drop in amplitude in both the shear and longitudinal components

independently.

When a Rayleigh wave model, with αPogo = 7.6×104 s−1 and η = 325 m2s−1

was created, the attenuation coefficient was found to be 36.5 m−1, showing

again that this theory and modelling method was able to correctly model the

attenuation of a Rayleigh wave on this particular material.

Following these two verifications, which were completed with arbitrary pL and

pT values, two further example calculations were completed, using material

properties for steel.
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2.5.3 Steel example A

As provided by DISPERSE, the material properties for steel are E = 216.91

GPa, ρ = 7932 kg/m3, ν = 0.287 which correspond to CL = 5960 m/s and

CT = 3260 m/s. The attenuation of the longitudinal and shear waves per

wavelength, are 0.002 λ−1
L and and 0.004 λ−1

T respectively, where λL and λT

are the longitudinal and shear wavelengths respectively.

At f = 2 MHz, λL = 3 mm and λT = 1.6 mm. Therefore, at this frequency,

α = 0.671 m−1 for longitudinal waves and α = 2.454 m−1 for shear waves.

A propagation distance of 40 mm was chosen for this example; therefore, for

this particular distance and frequency, by the definition of the attenuation

coefficient in Equation (2.30),

pL = e−0.671×40e−3 = 0.9735,

pT = e−2.454×40e−3 = 0.9065.

Also, for these material parameters,

γ =
5960

3260
= 1.828.

Therefore, the required value of η should be such that the resulting pLη and

pTη satisfy:

pγLη
pTη

=
0.97351.828

0.9065
= 1.050.

It was found that a value of η = 5 m2s−1 gave pLη=0.9932, pSη = 0.9470 and

thus
pγLη
pTη

=1.043, which is close to the desired value. Hence the corresponding
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Figure 2.9: Rayleigh wave signals, travelling on steel (pL = 0.9735 and pT =
0.9065 at f=2 MHz). The propagation distance between the two signals is
x2 − x1 = 40 mm.

value of αPogo is

αPogo = −2× 5960

0.04
ln

(
0.9735

0.9932

)
= −2× 3160

0.04
ln

(
0.9065

0.9470

)
≈ 6400 s−1.

When αPogo = 6400 s−1 and η = 5 m2s−1 were implemented in the model in

Figure 2.7, pL was found to be 0.9575 and pT was found to be 0.8998, which

are both close to the desired value.

Finally, the signal obtained from a surface model with η = 5 m2s−1 and

αPogo = 6400 s−1 is shown in Figure 2.9. As shown in this figure, the sig-

nal quality in this more realistic example is still preserved. The theoret-

ical Rayleigh wave attenuation coefficient from DISPERSE, for steel at 2

MHz is 2.75 m−1, while the Pogo model gave an attenuation coefficient of

2.52m−1.
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2.5.4 Steel example B

In this final example, the same material parameters for steel were used, but

the frequency was increased to 10 MHz, resulting in α = 3.355 m−1 for

longitudinal waves and α = 12.270 m−1 for shear waves. For a propagation

distance of 40 mm,

pL = e−3.355×40e−3 = 0.8742,

pT = e−12.270×40e−3 = 0.6121.

Therefore, the required value of η should be such that the resulting pLη and

pTη satisfy:

pγLη
pTη

=
0.87421.828

0.6121
= 1.278.

It was found that a value of η = 1.4 m2s−1 gave pLη=0.9159, pSη = 0.6672,

and thus
pγLη
pTη

=1.276 which is very close to the desired value. Hence the

corresponding value of αPogo is

αPogo = −2× 5960

0.04
ln

(
0.8742

0.9159

)
≈ −2× 3160

0.04
ln

(
0.6121

0.6672

)
≈ 13750 s−1.

When a model with η = 1.4 m2s−1 and αPogo = 13750 s−1 was created, pL

was found to be 0.8740 and pT was found to be 0.6126, which are both close

to the desired value.

When those attenuation parameters were used in a surface wave model, the

attenuation coefficient of the Rayleigh wave was found to be 12.59 m−1, while

DISPERSE predicts an attenuation coefficient of 12.64 m−1.

In all examples, the discrepancies between the DISPERSE attenuation values
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and the measurements are explicable by the imperfect match between the

required value of the
pγLη
pTη

ratio, and the values that were used in each of

the examples. This is demonstrated well with the final example here, where

the nearly perfect match between the theoretical and achieved values of
pγLη
pTη

resulted in an analogously good match between DISPERSE and the value

measured by the FE model.
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Chapter 3

Surface waves for assessing the fatigue

state of flat steel components

The work in this chapter has been reported in a journal publication [18].

3.1 Introduction

As discussed in Chapter 1, it is important to be able to characterise the

fatigue state of engineering components, to ensure their safe operation and

cost-effective inspection and replacement. There is a plethora of theories for

predicting remaining fatigue life or fatigue state in the literature. One of

the most widely known equations for predicting the remaining fatigue cycles

until failure is the solution to the Paris’ law differential equation [19]:

Nf =

∫ αc

α0

dα

C(∆K)m
. (3.1)

In Equation (3.1), Nf is the number of cycles required for failure, ∆K is

the range of stress intensity factors that the component is subjected to, α0
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and αc are the initial and final crack lengths respectively, and C and m

are material dependent constants. It is clear that this equation requires the

presence of fatigue cracks to yield a remaining fatigue life prediction, meaning

it can not be used prior to crack initiation. However, the stage prior to crack

initiation can last up to 40%-90% of component’s life [20], meaning that

Equation (3.1) can not be used for a significant portion of a component’s

service life. Also, Equation (3.1) may be impractical to use, as C and m

must be found experimentally for every material [21], and ∆K is unique to

every crack geometry [21, 22], all of which create further complexities in the

remaining fatigue life predictions.

To improve Paris’ theory the authors in [23] proposed models that take into

account the initial crack growth stage by introducing an effective stress con-

centration factor, ∆Keff , and the authors in [24] further modelled this factor.

However, in a realistic loading scenario, it is often the case that multiple load-

ing levels are used throughout a component’s life, something which can not

be modelled by Equation (3.1). To take this form of damage into account,

the Palmgren-Miner rule can be used [25]:

k∑
i=1

ni
Ni

= 1. (3.2)

In Equation (3.2), Ni and ni are the maximum number of cycles and number

of cycles already passed at the ith stress level respectively, and k is the number

of different stress levels applied to the component. In each stress level, Ni

can be found from Equation (3.1). This theory was then further extended by

Marko & Starkley [26], to distinguish between a change from a low to high

stress and a high to low stress.

Both theories in [25] and [26] consider various loading patterns, however, they

can not take into account the slow-accumulating damage that happens below
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the endurance limit (i.e. when Nf →∞). Although theoretically such stress

levels will not cause failure in reasonable Nf values, research has shown that

they still contribute to cumulative fatigue damage [27, 28]. In such cases,

more accurate Nf values can be obtained using Basquin’s relationship [29]

for high cycle fatigue, or the Coffin-Manson [30] relationship for low cycle

fatigue.

Numerous other fatigue life prediction theories exist, which follow a less de-

terministic approach to the above-mentioned ones. For instance, the authors

in [31] and [32] separated the defects that exist in a material in different

categories in groups based on their crack initiation ability, and used statis-

tical modelling, stochastic processes and Monte Carlo simulations to predict

fatigue life. Other examples which utilise probability theory and statistics to

predict life include the work from Kim et. al [33], Pineau & Antolovich [34],

and more recently Wang et.al [35] and Haridas et.al [36]. There are also the-

ories which utilise continuum mechanics [37–39], fuzzy sets [40], and energy-

work principles [41] to predict fatigue life.

The main issue however, with all the theoretical fatigue life or fatigue state

prediction methods presented above, is that it would be far from straightfor-

ward to implement them in an industrial environment. For an engineering

component, it is often the case that the number of loading cycles or the exact

stress level of each is not known. Also, measurements relating to fatigue crack

size and orientation, which are required for some theoretical approaches, are

difficult to obtain, and the coefficients required for many of the calculations

are too expensive and time consuming to derive for each material and load-

ing scenario. Furthermore, many theories and methods focus on the detec-

tion and characterization of single, identifiable cracks, but cannot model the

degradation that happens in the material during the early stages of fatigue -

which as described in [42–44] involves the generation and coalescence of mul-
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tiple microcracks before the formation of the larger, identifiable cracks. This

makes it difficult to identify the early onset of fatigue - a stage which is also

important when assessing the life of safety-critical components. Finally, some

of the presented methods require a priori knowledge of Nf to yield a fatigue

state prediction, which again may not be possible for a real component.

An alternative approach to characterising the fatigue status of engineering

components, especially prior to crack initiation, would be the use of ultra-

sound as a fast, non-destructive method. It has been well established in the

literature that ultrasound is sensitive to the presence of identifiable fatigue

cracks - methods to detect and size them include linear time-of-flight measure-

ments [45–48], and also non-linear methods [49–51]. However, the sensitivity

of ultrasound is not limited just to its interaction with fatigue cracks, but

also to the general presence of a fatigue zone. This sensitivity manifests as

a change in the propagation speed of the ultrasound. This phenomenon can

be explained through the well-known Granato-Lücke model [1, 52]. In these

studies, the authors modelled the dislocations which are present in a mate-

rial as strings with finite mass, length and damping. The dislocations are

subsequently subjected to forced oscillation when an ultrasonic wave trav-

els over them. As a result of the dislocations’ inertia, the speed of the ul-

trasound reduces. Additionally, the energy which is required to force this

oscillation is lost from the ultrasound, causing a change in the ultrasound’s

attenuation coefficient. This model has been studied widely and extended

in the literature, with more recent advancements including a study of the

ultrasound-dislocation behaviour at higher frequencies [53], and the use of

the dislocation theory to describe the interaction between an ultrasonic wave

and grain boundaries [3]. Additionally, a single dislocation was studied in

a 2D space [2], followed by a study for a forest of 2D dislocations [4], and

finally, a full, 3D study [5].
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All studies mentioned above demonstrate that the interaction between an

ultrasonic wave and the dislocations in a material will cause a change in the

wave propagation speed. Given that fatigue is a phenomenon which alters the

dislocation state of a material [54,55], it is expected that the speed of a wave

in a material will vary as the fatigue state of the material evolves. Indeed,

multiple studies have confirmed this [56–61], by observing that the speed of a

wave decreases monotonically with an increase in fatigue cycles. The authors

in [56–61] were able to justify this behaviour by linking the equations in [1]

with qualitative dislocation density information obtained via transmission

electron microscopy (TEM). In their studies, the authors in [56–58] used axial

shear waves generated by a specialised Electromagnetic Acoustic Transducer

(EMAT) ring, as they completed their measurements on cylindrical surfaces,

while the authors in [59–61] used through-thickness measurements.

An alternative approach to mitigate the issues discussed above, such as those

of the unknown material parameters, loading sequences and amplitudes, and

constants required for each theoretical model is proposed here, which also

mitigates the low sensitivity issues in [59–61]. Rayleigh waves, generated by

piezoelectric transducers, can be used as an alternative method for assessing

the fatigue state of steel components; given that fatigue is usually a near-

surface phenomenon, using Rayleigh waves, whose propagation is restricted

to a region around the surface of a material, will yield maximum changes

in propagation speed and hence maximum sensitivity. This is contrary to

the smaller changes in speed obtained by the use of bulk waves [59–61] in

through-thickness measurements, whose small magnitude is a result of the

waves spending very limited time inside the near-surface fatigue region. Here

it is worth noting that in [60] the magnitude of the change appears to be

bigger - this is because the entire sample is being fatigued in this study, and

therefore the fatigue is not concentrated just near the surface of the mate-
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rial. Additionally, a Rayleigh wave approach is simpler to implement than

the method used by [56–58], can be used on flat or near-flat surfaces, and

does not suffer from some of the EMAT issues, such as the limited operating

frequency and sensitivity to the changes between the distance of their surface

and the material [62]. Furthermore, the work here is on the characterisation

of thermal instead of mechanical fatigue, whose detection, to the author’s

knowledge, has not been pursued in detail specifically using ultrasonic meth-

ods, and is also a more common issue in nuclear plants. Also, compared with

longitudinal waves, the use of Rayleigh waves does not require prior knowl-

edge of the thickness of a component - this is particularly advantageous for

fatigue scenarios where the loading is causing the component’s thickness to

degrade, or in applications where component thicknesses are not known with

high degrees of precision.

To investigate the suitability of Rayleigh waves for fatigue assessment pur-

poses, this study compared the change in ultrasonic speed between longitu-

dinal bulk and Rayleigh waves. The longitudinal wave results were obtained

through the creation of CL C-scans of five purposely fatigued plates, each

at different fatigue states, with the aid of an immersion tank. For the same

plates, Rayleigh wave speed B-scans were created though the use of a per-

spex wedge setup and a simple scanning frame. Following this comparison,

the monotonic drop of the Rayleigh wave speed was explained through a mi-

crostructural examination of the fatigued plates, using electron back-scatter

diffraction (EBSD) and novel processing of the EBSD scans to obtain a qual-

itative measure of the dislocation density inside the fatigue region [63, 64],

and comparison of this behaviour with the Granato-Lücke model [1,52].

Finally, this study investigated a method for representing the speed changes

caused by fatigue damage, using an “effective solid” approach, in finite ele-

ment modelling. To the author’s knowledge, currently there does not exist
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a method to represent the effects of fatigue damage on the time-of-flight of

ultrasonic waves, in an FE domain - such a method would however be useful

in FE simulations of potentially fatigued components, where precise time-of-

flight values are the important result of the simulation.

3.2 Theory

This section briefly discusses the microstructural origin and evolution of fa-

tigue damage in metals, focusing on the behaviour of the dislocation state of

the material as fatigue progresses. The dislocation behaviour is then linked

with the theory which predicts the changes in ultrasonic speed when a wave

travels through a fatigued region. Additionally, a brief summary of how

EBSD imaging can be used to extract dislocation density information is also

presented.

3.2.1 Fatigue & ultrasound

Fatigue is a phenomenon in which a material fails under cyclic stresses and

strains, not because those are above its ultimate tensile strength, but rather

because every cycle creates an infinitesimal amount of slowly accumulating

damage, which eventually leads to failure [65,66]. The origins of fatigue dam-

age in metals and alloys lie in the formation of slip-bands inside their grains.

Slip bands are areas of localised plastic deformation which form as a result of

the different stress level exhibited by each grain during cyclic loading, arising

from the different mechanical properties that every grain has [67]. These

slip bands act as stress concentrators which draw the dislocations that are

in the material towards them. As a result of the localised change in material

properties caused by the additional dislocations, the slip bands multiply and

deepen [44, 68], drawing even more dislocations towards them. Additionally,
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more dislocations are generated from the slip lines which comprise the slip

bands [68], through the Frank-Read mechanism [69], leading eventually to

microcrack formation. Finally, once microcracks have formed from the slip

bands, more dislocations are emitted from them [70,71]. As the cyclic loading

continues, the microcracks grow, leading eventually to failure [72].

The multiple mechanisms which cause dislocation generation and multiplica-

tion have interesting implications for how an ultrasonic wave behaves when it

travels through a fatigue region, which is, as described above, a region with

altered dislocation state. Contrary to voids or inclusions, dislocations are

material imperfections which respond dynamically when an ultrasonic wave

encounters them. Granato & Lücke have studied this phenomenon in depth,

by treating dislocations as strings of finite length, mass and damping [1]. The

authors in [1] then combined the stress-strain Newton’s laws and Koehler’s

differential equations for describing the motion of a dislocation under an ap-

plied stress [73], and solved the resulting system of differential equations, to

find the equation of a stress field satisfying both. A brief summary of this

analysis is presented below.

Let x and z be the horizontal and vertical directions in a Cartesian coordinate

system, as shown in Figure 2.1. Equation (3.3) shows the usual linear elastic

equation of a solid, derived from Newton’s laws [1]:

∂2σ

∂x2
= ρ

∂2ε

∂t2
, (3.3)

where σ is the stress and ε is the strain term, which contains both the linear

elastic strain, and the dislocation strain.

The motion of a dislocation with length l, pinned at its ends, lying parallel

to the z axis, which is forced to bow outwards, like a guitar string being

displaced laterally, by a distance ξ due to an applied stress can be described
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by Equation (3.4) :

A1
∂2ξ

∂t2
+ A2

∂ξ

∂t
− A3

∂2ξ

∂z2
= bσ, ξ(x, 0, t) = ξ(x, l, t) = 0, (3.4)

where A1 is the mass of the dislocation per unit length, A2 is the damping

per unit length, A3 is the dislocation’s tension per unit length and b is the

Burger’s vector.

Additionally, the authors in [1] show that the dislocation strain, εdl can be

calculated as follows:

εdl =
Λb

l

∫ l

0
ξ(z) dz, (3.5)

where Λ is the dislocation density. Also, the strain term in Equation (3.3)

is simply equal to the stress divided by the material’s shear modulus, G.

Combining Equations (3.3) and (3.5) yields:

∂2σ

∂x2
= ρ

(
1

G

∂2σ

∂t2
+

Λb

l

∂2

∂t2

∫ l

0
ξ(z) dz

)
. (3.6)

Having assumed dislocations lying perpendicularly to the wave propagation

direction, the authors were able to obtain analytical solutions for the required

σ and ξ, which would only satisfy the system of Equations (3.5) and (3.6) if

the propagation speed and attenuation of the elastic wave are indeed affected

by the presence of the dislocations.

The closed form of the equations describing the propagation speed and at-

tenuation coefficient are still complicated and possibly impractical to be used

in a realistic scenario. However, they can be reduced to a simpler form un-

der a low frequency assumption. The resulting simplified form is shown in
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Equations (3.8) and (3.7) respectively.

α = K1ΛL4f2, (3.7)

∆C =
Cf − Ch
Ch

= −K2ΛL2, (3.8)

where L is the dislocation loop length. K1 and K2 are constants and Ch and

Cf the wave propagation speed in the reference area and in the area with

additional dislocations, respectively. Here it is worth noting that the low

frequency assumption holds true in realistic cases. This is because, in studies

where the interaction between dislocations and ultrasound was investigated,

the frequency terms became relevant when the wavelength was comparable

to the dislocation length. For metals, this only happens in the GHz range

[74,75].

Further developments have been made to the theory presented in this section,

to account for higher frequencies [53], different damping mechanisms [76],

grain boundary behaviour [3], different kinds of dislocations and other wave

polarisations [2,4,5]. Some studies also focused on deriving a representation of

the field which an oscillating dislocation emits [77,78]. However, the general

behaviour of Equations (3.8) and (3.7) remains the same in all subsequent

studies, apart from some constants.

During the experimental measurements it was found that it was very chal-

lenging to obtain attenuation values with sufficient repeatability to be used

in fatigue state predictions. Therefore, this study focused on the general

behaviour predicted by Equation (3.8), as well as its verification.
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3.2.2 Electron backscatter diffraction

EBSD imaging was used to produce an independent assessment of fatigue

damage for comparison against the theoretical model. EBSD analysis pro-

vides the ability to estimate the dislocation density of a given material, by

constructing the shear stress field maps, σ12, in an area on that material.

Generating such stress field maps is a results of recent advancements in the

ultramicroscopy community.

EBSD works by utilising the physical phenomena around electron scattering.

In such a measurement, an electron beam is directed on the surface of a

well-polished material, which is tilted by 70◦ with respect to the horizontal.

When the electrons collide with the surface of the material, the collision

point acts as a secondary source of (scattered) electrons. Depending on the

crystal plane which causes the scattering, the electrons travel along defined

areas known as Kikuchi lines. Those electrons then arrive at a scintillator

screen placed nearby - the scintillation is then recorded by a camera and

the EBSD microscope can image the Kikuchi line patterns. Those geometric

patterns are then automatically converted to orientation data, as each pattern

corresponds to a specific crystallographic plane [79, 80]. More recently, the

authors in [81, 82] explained how shifts in the geometric patterns can be

correlated to strain and hence stress maps. Finally, [83] derives an expression

which can utilise shear stress maps to estimate the dislocation density.

Let us assume the presence of a single dislocation within an circular area

(A0) of a material, as well as an arbitrarily selected elemental area within

that area (dA), as shown in Figure 3.1.

The dislocation will cause the stress in the area to increase around it, and

therefore, the probability P of the presence of a high stress area due to the
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Figure 3.1: Schematic of a circular area in a material containing a single
dislocation denoted by ⊥.

dislocation is

P =
dA

A0
, dA = r0drdθ. (3.9)

Additionally, the shear stress near a dislocation can be written as

σ12 =
DK12(θ)

r0
, (3.10)

where

D =
Gb

2π(1− ν)
, (3.11)

and

K12 = cos(θ) cos(2θ). (3.12)

Combining Equations (3.9) and (3.10) yields

P (σ12, θ) =
D2K2

12(θ)

A0

dσ12

σ3
12

. (3.13)
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The dependence of K2
12 on θ can be removed by using the average value of

the K2
12(θ) function, denoted as 〈K2

12〉, which is given by

〈K2
12〉 =

∫ 2π

0
K2

12(θ) dθ =

∫ 2π

0
cos(θ) cos(2θ) dθ =

π

2
, (3.14)

which when combined with Equation (3.13) gives the probability of a high

stress area due to the presence of a dislocation simply as a function of the

shear stress:

P (σ12) =
πD2〈K2

12〉
2A0

dσ12

σ3
12

. (3.15)

The authors then explain that it is beneficial to use the second moment of this

probability, ν2 rather than the probability density function itself, to calculate

the dislocation density:

v2(σ12) =

∫ +σ

−σ
P (σ12)σ2

12 dσ12 =
πD2〈K2

12〉
2A0

∫ +σ

−σ

dσ12

σ12

=
(Gb)2

8π(1− ν)2
Λ ln

(σ12

σ′

)
,

(3.16)

where 1/A0 has been substituted by the dislocation density, as there is only

one dislocation within A0, and σ′ is a constant. The latter result comes

from Groma [84], where the author discusses the issues with calculating the

usual second moment of P (σ12), for which the integral would have to be

evaluated over the entire real line, and how integrating with finite limits still

yields useful results. Therefore, one can estimate Λ at a location on the

surface of a material, simply by knowing σ12 at that location, and v2(σ12).

It is possible for the Scanning Electron Microscope (SEM) to construct the

P (σ12) function from the σ12 maps, calculate the v2(σ12) value and hence

estimate Λ at a given location.
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3.3 Experimental methods

This subsection presents the experimental techniques for obtaining the speed

of longitudinal and Rayleigh waves. For all measurements, a set of five fa-

tigued plates was used, which were subjected to thermal fatigue under care-

fully controlled conditions. The plates were provided to the author by their

industrial partner, Jacobs. A reference plate, containing no fatigue damage

was also used as a control. An example of a fatigued plate is shown in Figure

3.2.

Figure 3.2: Photograph of one of the fatigued steel plates, showing the fatigue
area. Additionally, a coordinate system, which is used to present the results
in Section 3.4.2 is shown. The origin of the coordinate system is centred
approximately where the first Rayleigh wave measurement is taken, and the
positive Y axis signifies the scanning direction.

As shown in Figure 3.2, the fatigued plate contains a clear oxidisation spot,

where the fatigue damage is concentrated. Each plate is 100 mm × 100 mm

× 8 mm in size, with a fatigue spot whose diameter is approximately 50
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mm. It is worth noting that due to steel being a good conductor of heat,

the size of the fatigue spot is larger than the oxidisation spot. The plate

is made from austenitic steel (≈0.04 wt. % carbon). It was subjected to

thermal fatigue at 0.167 Hz (6 second cycle) by Trueflaw (Espoo, Finland)

[85] under controlled conditions. The plate was heated for 3 seconds from

room temperature to 302 ◦C, then cooled rapidly to room temperature in 1.2

seconds, and finally kept at that temperature for 1.8 seconds. This heating

and cooling cycle was repeated multiple times, until the required number of

cycles, and hence fatigue damage level, was reached for each plate. Table 3.1

shows the reference number of each plate, with the corresponding number of

thermal fatigue cycles to which every plate has been subjected.

Table 3.1 shows each plate’s usage factor (UF), where UF is defined as the

number of fatigue cycles that a material has been subjected to (N) divided

by Nf . Trueflaw assume Nf = 100, 000 for these particular samples.

Table 3.1: Trueflaw plate’s serial numbers, number of fatigue cycles (N) and
usage factor (UF), assuming Nf = 100, 000.

Plate 00 84 91 04 99 93

N 0 17200 34400 51600 68800 86000

UF 0 0.172 0.344 0.516 0.688 0.860

3.3.1 Longitudinal wave measurements

The longitudinal bulk wave speed in each of the five fatigued plates was mea-

sured with the aid of an immersion tank. This method is well established in

NDE research for speed measurements, as it provides excellent signal quality

and very high signal-to-noise ratio. A schematic of the experimental setup

is shown in Figure 3.3. As shown in Figure 3.3, the sample was placed di-

rectly under an immersion transducer. Both the transducer and the sample
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Figure 3.3: Schematic of the longitudinal wave measurements experimental
setup. The setup is comprised of an immersion tank with a flat sample holder,
where the steel samples were placed, a pulser/receiver and a transducer po-
sition controller.

were immersed in a water bath, with the water acting as the couplant be-

tween the transducer and the sample. The transducer was set up in a pulse

echo configuration. Both the pulser/receiver and the position controller were

guided by a computer. During a scan, the position controller continuously

moved the transducer, while the pulser/receiver sent longitudinal waves. The

sole front-wall and multiple back-wall reflections were then received by the

pulser/receiver, and processed on the computer. The time of arrival between

any successive reflections was subsequently used to calculate the speed of the

longitudinal wave speed at that particular point on the plate.

For the measurements, an unfocused, General Electric immersion transducer

(GAMMA 113-226-300), with a centre frequency of 10 MHz and an active

element size equal to 0.25 inches (≈ 6.4 mm) was used. The scanning step size

was set to 0.25 mm (≈ 0.43 longitudinal wavelengths) in both directions, and

at each point, the signal was obtained from an average of 16 measurements.

This number was found to be the optimal number of averages to give a

clean signal without compromising the frame’s scanning speed. The first and

second back wall reflections were used for the speed measurements. In this
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measurement, an autocorrelation based method [86,87] was used to calculate

the longitudinal wave speed.

Let s(t) be the truncated signal obtained from the water tank (the signal

containing only the first and second back wall reflections). Equation (3.17)

gives the autocorrelated signal, s∗(t) :

s∗(τ) =

∫ ∞
−∞

s(t)s(t+ τ) dt, (3.17)

where s(t) is the complex conjugate of s(t) and τ is a delay constant. The au-

tocorrelated signal was then used to calculate the time-of-flight between the

two consecutive back wall reflections, and hence the longitudinal wave speed

at each point. It is possible to obtain similar results from simple, time-domain

analysis, however, autocorrelated signals have even better signal-to-noise ra-

tios, and are less sensitive to dispersion/disruption phenomena [86, 87]. For

the thickness of the plate, the quoted value of 8 mm given by Trueflaw was

assumed to be uniform at all positions on the plate. Independent thickness

variations using digital calipers showed a variation in the thickness of less

than 0.025% of the quoted value.

3.3.2 Rayleigh wave measurements

The Rayleigh wave speed in each of the five fatigued plates was measured

using a wedge setup, and a simple plate holder.

The experimental method for exciting Rayleigh waves here follows the tech-

nique used in past studies [88,89]. Piezoelectric longitudinal wave transducers

with a centre frequency of 10 MHz were used in the experiments in this sec-

tion. The Rayleigh waves were excited on the plate using perspex wedges

whose angle were selected with the aid of the very well known Snell’s law.

An illustration of this law is shown in Figure 3.4.
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Figure 3.4: Schematic of Snell’s law, showing the change in the propaga-
tion direction of an ultrasonic wave, caused by a change in the propagation
medium.

Mathematically, this can be expressed as:

sin(θ1)

V1
=

sin(θ2)

V2
, (3.18)

where V1 and V2 are the ultrasonic wave propagation speeds in each medium

respectively.

For the creation of a Rayleigh wave, the angle of the wedge, θR, (and hence,

the longitudinal wave’s travel angle), was selected to be such that when the

longitudinal wave arrived at the interface between the wedge and the plate,

the angle of refraction was such that the wave converted to a Rayleigh wave,

i.e. θ2 = 90◦. Therefore, θR was found from:

θR = arcsin

(
CR
CL

)
, (3.19)

where, for these experiments, CR corresponds to the Rayleigh wave speed
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on steel and CL corresponds to the longitudinal wavepseed of perspex. For

a perspex wedge with CL = 2700 m/s and a steel plate with CR = 2980

m/s, θR ≈ 65◦. Here it is worth noting that small variations in θR due to the

variations in CL in any real material are counteracted by the transducer beam

spread. The transducer generates a longitudinal wave which is converted to

a Rayleigh wave as it reaches the material travelling at the θR angle. The

Rayleigh wave travels over the material, is received by the other transducer

and reaches the Handyscope (TiePie Engineering, De Hemmen, Netherlands)

after some further amplification. A schematic of the experimental setup is

shown in Figure 3.5.

Figure 3.5: Schematic of the experimental setup, used to excite Rayleigh
waves on steel. The signal is generated by the Handyscope, and reaches the
transmitting transducer after being amplified.

In preliminary experimental measurements it was found that the high atten-

uation of the incident longitudinal wave, and the weak nature of Rayleigh

waves, required multiple amplification steps to overcome. First, the longitu-
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dinal wave transducers were excited with the aid of a Ritec (Warwick, RI,

USA) amplifier and a double Handyscope setup, as shown in Figure 3.5.

The first Handyscope acted as a trigger, sending a 5 V square wave to the

Ritec. Simultaneously, the second Handyscope sent a 5 cycle, 5 V Hann-

windowed toneburst, whose length was slightly shorter than the width of

the trigger signal. This signal was attenuated using a 20 dB attenuator, to

comply with the Ritec’s limits. The signal then travelled through the Ritec

and the wedge setup, before being received by the receive amplifier, where it

was further amplified by 60dB. The signal was finally collected by one of the

Handyscopes.

To calculate accurate CR values, it was necessary to obtain two Rayleigh wave

measurements - this is because it is not possible to know with confidence the

exact point where the longitudinal wave is converted to a Rayleigh wave, and

hence the distance which the wave has travelled. The first Rayleigh wave

signal was recorded by clamping the wedges together, while the second was

obtained by separating the wedges with a block of known width, ∆X. The

difference in the time of arrival between the two signals, divided by the width

of the block, gave the CR value for each point.

Each of the plates was scanned across its centreline, in the positive Y direction

(shown in Figure 3.2), with the first scan taking place approximately where

the origin was defined in the same figure. Also, the wedges were manufactured

and then aligned on the plates in a way such that the first Rayleigh wave signal

was entirely contained within the fatigue spot, while the second, where the

separating block was used, only travelled slightly outside the fatigue region.

CR measurements were taken in 4 mm steps in the Y direction.

To ensure accurate stepping size, and also no movement/misalignment of the

wedges during the measurements, a plate holder was manufactured. This is

shown in Figure 3.6 - the holder was comprised of a plastic base with four
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Figure 3.6: Photograph of the holder used in the Rayleigh wave scans. The
plates were placed under the metal bars, with the wedges being subsequently
placed on top of the plates, in-between the bars. The photograph also shows
the spacing block

plastic protrusions. Each pair or the plastic protrusions was connected via

a screw thread (0.8 mm pitch), and a metal ring was screwed through the

thread. The screw thread also passed through two metal bars, which acted

both as alignment aids for the wedges, and balancing areas for the separating

block.

Due to the multiple amplification stages, it was also necessary to filter the

signals with a bandpass filter with low and high cutoff frequencies of 8 MHz

and 12 MHz respectively. An example of the Rayleigh wave signal, after

filtering, both with the wedges touching, and with the separating block is

shown in Figure 3.7.

In the processing of the Rayleigh wave signals it was found that the au-

tocorrelation method used in subsection 3.3.1 yielded poor results. This is

possibly due to the large amount of noise introduced by the multiple ampli-

fication stages, and potential changes in the shape of the signal - this is also

shown in Figure 3.7 where the shape of the signal is slightly distorted. How-

ever, the peaks still remain clearly visible. Therefore, the time of arrival of

each of the Rayleigh wave signals was calculated from the peak of its Hilbert
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Figure 3.7: Example of the Rayleigh waves obtained with the method de-
scribed in this section. A signal from both the reference separation, and from
the reference separation plus the spacing block’s width are shown.

envelope.

3.3.3 Electron backscatter diffraction

To verify the monotonic reduction in ultrasonic wave speed as fatigue pro-

gresses, the dislocation density and ultrasonic speed in a steel sample at high

and low dislocation states was measured. It is well known that fatigue causes

the overall dislocation density in a material to increase [54,55], and therefore

the high and low dislocation density states are analogous to high and low

fatigue states respectively.

To achieve this, first the dislocation density of a 20 mm x 20 mm steel sample

was measured using EBSD. The sample was taken from the healthy region

of one of the Trueflaw plates, and was expected to have a high dislocation

density, as all Trueflaw plates had been subjected to cold rolling prior to

fatiguing. For its preparation, it was ground using Silicon Carbide paper,
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progressively from 600 to 4000 grits. Subsequently, the ground sample was

polished with 1 µm diamond paste and oxide polishing suspension (OPS)

polishing for 45 minutes, respectively, similarly to [63,64]. This metallurgical

prepared sample was placed in a Tescan Clara Scanning Electron Microscope

(Brno, Czechia), in which 20 keV acceleration voltage and 10 nA current were

set. The Oxford Instrument EBSD system, Symmetry 2, was used to acquire

relatively large EBSD maps, i.e., 1200 µm × 840 µm, with a step size of 1

µm at 150× magnification. Following the imaging, a CL C-scan was created,

using the technique described in 3.3.1.

After the initial CL scan was created, the sample was annealed at 1000◦C

for 45 minutes, followed by furnace cooling, to reduce the dislocation density,

and the CL and dislocation density measurements were repeated.

3.4 Experimental results & discussion

This subsection firstly presents the experimental results from the longitudi-

nal and Rayleigh wave measurements completed on each of the five fatigued

plates. The behaviour observed in these measurements is subsequently ver-

ified against the theory using EBSD imaging, the results of which are also

presented here.

3.4.1 Longitudinal wave measurements

The method described in 3.3.1 enabled the creation of a CL map for each

plate. For reference, a CL map was also created for a blank, reference plate

containing no fatigue damage. The results are shown in Figure 3.8.

As shown in Figure 3.8, there is a clear low-speed region in all but the refer-

ence plate. The region is of roughly circular shape, which is consistent with

the shape of the oxidisation mark on the plate. Additionally, as expected,
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(a) (b)

(c) (d)

(e) (f)

Figure 3.8: CL C-scans maps, obtained by 0◦ through-thickness reflection
immersion testing. The results are presented in decreasing fatigue order, with
subfigures (a)-(e) corresponding to plates 93, 99, 04, 91 and 84 respectively.
Finally, Subfigure (f) corresponds to the reference plate (plate 00). Each
plate is approximately 100 mm×100 mm in size, and the fatigue spot has a
diameter of approximately 50 mm.
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the reference plate in Figure 3.8f shows no signs of a low speed area.

Ranking the plates in fatigue order is not visually obvious - there is some

indication of the most fatigued area becoming increasingly slower at higher

fatigue levels, however, this is not strong enough to confidently indicate a

different fatigue state. To achieve a more rigorous fatigue indication, it was

first necessary to define a healthy and a fatigue region in each plate, from

which healthy (CLh) and fatigued (CLf ) longitudinal speed values could be

extracted. This process was necessary as material inhomogenity creates zones

of irregularities in the ultrasonic wave speed, which do not allow for simple,

visual ranking of the plates in fatigue order. The fatigue region was always

defined as the region of most severe damage in the plate i.e. the region with

the lowest CL values. The healthy region was defined to be away from the

boundary of the fatigue spot, at a representative area, ensuring that it did not

contain any sudden changes in CL, which could be a result of inherent mate-

rial inhomogenity and not fatigue. Both CLh and CLf were calculated by using

the arithmetic mean of all the CL values in their respective area. The change

in longitudinal speed, ∆CL was then calculated from Equation (3.20):

∆CL =
CLf − CLh

CLh
. (3.20)

It is convenient to plot the ∆CL value for each plate against its usage factor

(UF) value. The results are shown in Figure 3.9. In Figure 3.9, the %

change in longitudinal wave speed, ∆CL(%) = ∆CL × 100 is plotted. In

terms of the error in the CL calculations, this was found to be two orders of

magnitude smaller than the order of the changes in longitudinal speed due

to fatigue.

As shown in Figure 3.9, ∆CL decreases with an increased UF, meaning that

the longitudinal wave travels slower as fatigue progresses. Additionally, this
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Figure 3.9: Evolution of the change in longitudinal wave speed, ∆CL, with
an increase in UF.

change is monotonic, and ∆CL decreases rapidly as UF approaches 1, which

is consistent with the theory and past studies [56–61]. Also, these observa-

tions confirm that thermal fatigue has a similar effect on CL as mechanical

fatigue.

However, as shown in Figure 3.9, the magnitude of ∆CL is small. In an in-

dustrial environment, if a chart based on Figure 3.9 was used to correlate a

∆CL value from a component to a specific UF value, it would be difficult to

do so with confidence, as even a small, benign change or error in either CLf

or CLh would yield a ∆CL value corresponding to a significantly different UF

value. Also, as shown in Figure 3.8, when a material is not homogeneous,

it is not straightforward to define its healthy region. Additionally, the use

of longitudinal waves requires accurate knowledge of the material thickness,

which may not be possible for some industrial applications where the com-

ponents are subjected to loading which gradually damages them, or where

the components are not made with a high degree of accuracy. Therefore, in
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subsection 3.4.2 Rayleigh waves are used for a similar assessment, both to

increase the change in speed values, and to eliminate the need for using the

component thickness.

3.4.2 Rayleigh wave measurements

The results of scanning the five fatigue plates and the reference plate using

Rayleigh waves are shown in Figure 3.10.

Again, variation of CR in the reference plate appears random and there are

no signs of a low CR area. In all five fatigue plates however, the presence of a

fatigue zone is clear and is signified by a region of low CR values. The wave

speed can be seen to vary by a small amount in the first 2-3 CR measurements,

which visually lie outside the fatigue region. After those points, CR can be

seen to decrease to a minimum, before recovering as the wedges exit the

fatigue area. The change in Rayleigh wave speed, ∆CR was calculated from

Equation (3.21):

∆CR =
CRf − CRh

CRh
, (3.21)

where CRh and CRf are the Rayleigh wave speed in the healthy and fatigue ar-

eas respectively. The healthy Rayleigh wave speed for each plate was defined

as the mean of the first 3 measurements from the respective subfigure of Fig-

ure 3.10. The fatigued wave speed for each plate was defined as the minimum

CR value in the plate’s respective subfigure in Figure 3.10. Again, it is conve-

nient to plot the ∆CR value of each plate against is UF. The results are shown

in Figure 3.11, again plotted as a percentage change (∆CR(%) = ∆CR×100).

Figure 3.11 also shows the ∆CL values from Figure 3.9, to better visualise

the increase in the changes in speed observed through the use of Rayleigh

waves. In terms of the error in the CR calculations, this was again found to

be two orders of magnitude smaller than the order of the changes in Rayleigh
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(a) (b)

(c) (d)

(e) (f)

Figure 3.10: B-scans showing the variation of CR for the five fatigued plates
and the reference plate (f). The scans were obtained by moving the wedges
at 4 mm increments along the centreline of the plate. The X − Y coordinate
axes are shown in Figure 3.2 for one fatigue spot, but the variation of the
origin between the other spots is expected to be very small. The results are
presented in decreasing fatigue order, with parts (a)-(e) showing plates 93,
99, 04, 91, and 84 respectively.
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speed due to fatigue.

Figure 3.11: Evolution of the change in Rayleigh wave speed, ∆CR, with an
increase in UF. The respective ∆CL values from Figure 3.9 are also plotted
to facilitate the comparison between the change in speed of both waves.

Similar to Figure 3.9, the change in speed decreases monotonically as fa-

tigue progresses. The shape of the plot has also been preserved, showing the

larger gradient increase between the second-to-most and most fatigued spot.

However, as expected, the absolute values are significantly amplified, as the

Rayleigh wave travels entirely across the fatigue area, compared with longi-

tudinal waves. The combination of the monotonic evolution of ∆CR values

with UF, and their significantly larger magnitudes can potentially allow for a

more confident fatigue state assessment, as small errors in CRh or CRf do not

significantly change the UF prediction, contrary to the similar approach us-

ing longitudinal waves. Additionally, using this method eliminates the need

for knowing a component’s thickness, as discussed previously.
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3.4.3 Electron backscatter diffraction imaging

The resulting dislocation density and CL maps both prior and after annealing

are shown in Figure 3.12. By following the process described in subsection

3.3.3 process speed maps of a steel sample both at high and low dislocation

densities were obtained, which correspond to high and low fatigue states

respectively.

(a) (b)

(c) (d)

Figure 3.12: Dislocation density maps, obtained using EBSD, of the steel
sample prior (a) and (b) after annealing, obtained using EBSD. The corre-
sponding CL maps are shown in (c) and (d). In (c) and (d), the dashed
square represents the approximate boundary of the steel sample, which is 20
mm × 20 mm in size.

The mean dislocation density prior to annealing was 1014.29 m−2 (subfigure

3.12a), while after annealing, this value was reduced to 1013.21 m−2 (subfigure
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3.12b). In terms of the speed, as shown when comparing subfigure 3.12c with

subfigure 3.12d, there is a noticeable increase in the wave propagation speed,

in all the points of the C-scan.

This observation verifies that a reduction in Λ increases the propagation

speed of an ultrasonic wave. Therefore, as fatigue generally increases dislo-

cation density, it will cause the propagation speed to reduce as per Equation

(3.8). This explains the monotonic relationship between the UF and the ∆CL

or ∆CR. It is finally worth noting that only looked at changes in dislocation

density and not dislocation length were considered- this is because in [90]

the authors observed that large deformations are required for L to change

significantly, and therefore, the changes in speed become a function solely of

Λ.

3.5 Finite element modelling

In this section a method through which the effects of fatigue in terms of ultra-

sonic time-of-flight can be implemented within a 2D FE model is presented,

followed by a validation of this method using experimental data.

The phenomenon of wave propagation in the presence of fatigue damage,

prior to crack initiation, is relatively unexplored in terms of FE modelling.

Previous work includes studies for FE modelling for simulating creep-fatigue

growth [91–93], as well the combination of theoretical approaches and FE

results for predicting the service life of bonded joints [94], and crack growth

in them [95]. However, to the author’s knowledge, there currently does not

exist an FE model which represents the effect which fatigue damage has on

wave propagation speed, or which models the effect of fatigue on ultrasound,

prior to crack initiation.

In the modelling, an equivalent-solid approach was used, which has been pro-
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posed in the theoretical derivations in [5]. This approach uses simple changes

in the material properties in the FE domain to encapsulate the complex be-

haviour between the wave and the microstructural features of a real material.

An analogy with the work that has been completed by Horne [96] was also

implemented - in his work, the author used FE simulations to predict the

equivalent reduction in E in areas which were subjected to creep damage.

This was achieved by creating FE domains with elliptical voids, to simulate

the pores which creep creates, and then using the simulation data to ex-

tract the equivalent stiffness matrix, for a domain with no elliptical voids. It

was found that the presence of creep reduced the E value by approximately

10%-20%. As a starting point, here similar values of E reduction were used,

before using an iterative approach to obtain the real E values to represent

the fatigue damage. This iterative approach is discussed below, alongside a

description of the FE model. The equivalent-solid approach here is analogous

to the approach in Chapter 2, where energy loss terms in FE were used to

achieve the required attenuation values, however, the focus here is in speed

rather than in attenuation.

3.5.1 Setting up the FE model

A schematic of the FE model used in the study here is shown in Figure

3.13. As shown in the schematic, a rectangular FE domain was created, to

represent a 2D cross-section of the fatigued plates. The fatigue damage zone

was placed in the lower part of the domain, and monitor nodes were placed

to its left and right. The distance d was selected to be the average distance

between the two Rayleigh measurements described in subsection 3.3.2. The

length of the fatigue zone was set to be equal to 50 mm, which is the size of

the fatigue zone as provided by Trueflaw. For longitudinal wave simulations,

a source line was defined at the top of the FE domain, while for Rayleigh wave
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simulations, the source line was defined to be at the left of the FE domain, on

the bottom boundary. Finally, Absorbing Layers (ALs) were implemented at

the top, left and right of the FE domain, to eliminate any unwanted boundary

reflections, using the method described in [97].

For exciting longitudinal waves, the nodes comprising the source line were

displaced in the Z direction. A Gaussian amplitude window was applied

to the source line, to better represent the physics of a real transducer. For

exciting Rayleigh waves, the method described in [98] and described in detail

in Chapter 2 was followed.

For the meshing, 2D triangular elements were used. These elements are of

low order and possess three nodes each. For both longitudinal and Rayleigh

wave simulations, 20-30 elements per Rayleigh wavelength were used, as per

the recommendations in [14]. A typical model size for the longitudinal wave

simulations was of the order of 107 degrees of freedom.

Figure 3.13: Schematic of the model used in the FE simulations. The fatigue
zone comprised part of the bottom area of the FE domain, and is represented
as an area of gradually reducing E. The schematic also shows the origin of
the coordinate system used in this section.

It was assumed that fatigue affects 10% of the material thickness, similar

to the findings in [96]. This implies that for the 8 mm thick plates that

were used in this study, the fatigue zone thickness, tf , was equal to 0.8 mm.
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This is further supported by comparing the findings in Figures 3.9 and 3.11

- the changes in CR are approximately one order of magnitude larger than

the changes in CL. Given that also the Rayleigh wave travel distance is

approximately one order of magnitude times larger than the plate thickness,

this implies that the fatigue zone affects approximately 10% of the plate

thickness. It is worth noting that the extent of how the fatigue affects this

10% band of the material is not expected to be uniform, but rather to be

more severe at the centre of the fatigue spot, with a gradual taper towards

the healthy area near the edges of the fatigued area.

Although implementing fatigue as a change in a material’s Young’s modu-

lus has physical meaning [99], it would not be realistic to assume that the

effective Young’s modulus exhibits a step change in its magnitude near the

fatigued surface. Therefore the fatigue change was implemented as a grad-

ual change in E, from the healthy value, Eh, to a fatigued value, Ef . It was

then necessary to decide on the variation of the Young’s modulus profile from

Eh to Ef from the healthy portion of the material to the fatigued surface.

To construct a Young’s modulus profile with physical significance, the strain

profile which was provided from Trueflaw for one of the plates was utilised.

Trueflaw were able to calculate the strain along the thickness of the plate

using simulation results from the commercial FE package ANSYS (Canons-

burg, Pennsylvania). The strain profile provided by Trueflaw is shown in

Figure 3.14.

As shown in Figure 3.14, the value of the strain is high at the point which

lies on the fatigued surface (Z = 0 mm in Figure 3.13). The strain values

initially decline rapidly, up to approximately Z = 0.2 mm, before gradually

tending to 0, as the Z value approaches 0.8 mm, which is the end of the

fatigue zone as per the assumptions.

With the aid of the strain profile in Figure 3.14, an analogous Young’s mod-
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Figure 3.14: Plot of strain versus distance (Z) from the surface. The strain
in the plate has initially a large magnitude, at the point which lies exactly on
the fatigued surface (Z = 0 mm), and can be seen to decrease as one moves
away from this surface. The data in this figure was provided by Trueflaw.

ulus profile was derived. To achieve this, first the percentage difference from

the maximum strain point was calculated for all the other points in Fig-

ure 3.14. Then, Eh, which is the Young’s modulus value for all Z > 0.8 mm,

was chosen to be 200 GPa, and, due to the 10% maximum drop in E which

was assumed, Ef was chosen to be 180 GPa. All Young’s modulus values

in-between were calculated by applying the same percentage change between

the point of interest and Ef , as for the corresponding strain profile point and

the strain profile point at Z = 0 mm. It is worth noting that there is no

strong physical justification in this approach, however, the fine details in the

shape of the profile and the variation of E will only have a minor effect on an

ultrasonic wave - in recognition that strain corresponds to damage level, the

change in E is assumed to be in proportion to this. The resulting E profile

is shown in Figure 3.15.
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Figure 3.15: E profile, representing the variation of the Young’s modulus
inside a fatigued plate. The minimum E value lies on the fatigued surface
(Z = 0 mm), and E can be seen to recover to the healthy Young’s modulus
value, Eh as Z approaches 0.8 mm, which is the end of the fatigue zone. The
profile here has been derived by imitating the shape of the strain profile in
Figure 3.14.

The graph in Figure 3.15 gives eight distinct Young’s modulus values. To

implement this in the FE model in Pogo, eight material layers of gradually

decreasing Young’s modulus were defined. At Z > 0.8 mm, the Young’s

modulus value was set to Eh (which is the highest E value in Figure 3.15),

at 0.7 mm < X < 0.8 mm, the Young’s modulus value was set to be the

second highest value of Young’s modulus in Figure 3.15, and so forth. Here

it is worth noting that these layers were only applied for -25 mm < X <

25 mm, creating a damaged area with a length of 50 mm. Additionally, a

Tukey window, with a Tukey parameter r=0.5 was applied to all the layers,

to ensure a smooth joining between the fatigued region and the rest of the
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domain, as per Equation(3.22):

w(X) =


1
2{1 + cos

(
2π
r [X − r/2]

)
} 0 ≤ X < r

2

1 r
2 ≤ X < 1− r

2

1
2{1 + cos

(
2π
r [X − r/2]

)
} 1− r

2 ≤ X ≤ 1.

(3.22)

The implementation of such a window both avoids the creation of unwanted

reflections due to acoustic impedance mismatch issues at the boundary, but

is also more realistic, as steel conducts heat well, and therefore it is expected

that a smooth damage profile is also present inside the plates themselves. A

detail of the FE domain, showing the area of gradually reducing E created

with the method described in this paragraph, is shown in Figure 3.16.

Figure 3.16: Detail of the FE model, showing the variation of E, created
to represent the fatigue region. The gradually decreasing E layers can be
seen, as well as the smooth joining with the healthy material, created by the
implementation of a Tukey window.

Using this approach, it is also possible to calculate the theoretical, CLf value.

This will be equal to the thickness of the model divided by the time of flight of

the longitudinal wave. The time of flight will be equal to the sum of the time

of flights in each individual material layer; those can be found by dividing

the thickness of each layer by the (known) longitudinal velocity in that layer.
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This can be expressed as:

CLf =
tmodel∑N
i=1

ti
CLi

, (3.23)

where ti and CLi are the thickness and longitudinal wave speeds of that

layer respectively, tmodel is the thickness of the entire domain and N is the

number of material layers. In terms of material properties, and using the

results in [7, 15] for relating CL to the density and elastic constants, the

above equation can be expressed as

CLf =
tmodel√

1−ν
ρ(1+ν)(1−2ν)

∑N
i=1

ti√
Ei

. (3.24)

A final consideration was to investigate whether the centre frequency of the

simulation (10 MHz) would yield appropriate results. To investigate this,

the value of tf was fixed at 0.8 mm, and the frequency was varied. A plot

showing the variation of ∆CR against the Rayleigh wavelength (normalised

by tf ) is shown in Figure 3.17.

As shown in Figure 3.17, the Rayleigh wavelength should be at most equal

to tf , for the ∆CR to converge. This is expected, however, as the theory

suggests that most of a Rayleigh wave’s energy lies within one wavelength,

in the Z direction. Therefore, at lower frequencies, where their energy lies

outside the fatigue zone too, ∆CR is not meaningful.

As an additional verification step, tf was doubled to 1.6 mm and the same

process was followed; this was to allow for even lower λR/tf values at similar

frequencies. The results are plotted in Figure 3.18. Similarly to Figure 3.17,

the change in speed values only converge once the wavelength is at most equal

to λR.

68



Figure 3.17: Variation of ∆CR with a change in frequency. The ∆CR values
are plotted against the Rayleigh wavelength, normalised by the thickness of
the fatigue zone. For this set of results, tf = 0.8 mm

In this study, with tf equal to 0.8 mm and a centre frequency of 10 MHz,

λR/tf ≈ 0.38, and therefore this limiting condition was satisfied.

3.5.2 Results & discussion

The method of using the shape of the strain profile to derive an equivalent E

profile provided a good basis for the analysis. However, this method remains a

simplification which possibly does not encapsulate all the physical complexity

of the evolution of E as fatigue progresses. Additionally, only one strain

profile was provided by Trueflaw. Therefore, it was necessary to modify the

profile derived in the previous section, and generate a profile for each of the

five fatigued plates.

To achieve this, a gradient-multiplicator method was implemented. Let the

vector containing the profile derived in the previous section, and shown in
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Figure 3.18: Variation of ∆CR with a change in frequency. The ∆CR values
are plotted against the Rayleigh wavelength, normalised by the thickness of
the fatigue zone. For this set of results, tf = 1.6 mm

Figure 3.15, be Eref. Let also the subscript 1 denote the first entry in a

vector. First, the difference between Eref1
and all the other values in Eref

was calculated, creating a difference vector, Ediff. Then, a method to modify

Eref to create a more or less severe profile, would be to subtract n × Ediff

from Eref1, where n can be thought of as a gradient-multiplicator i.e. :

E′ = Eref1
− n× Ediff , (3.25)

where E′ is the modified profile vector. If n = 1, then the profile remains

unchanged. A value of n > 1 implies a more severe change in the Young’s

modulus profile from Eh to Ef (hence, more severe fatigue), and similarly,

a value of n < 1 implies a less severe change in the Young’s modulus pro-

file.

As there are no reference n values for these kinds of FE simulations, it was
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Table 3.2: ∆CR values from experimental measurements, and the required
n values required to achieve the same ∆CR values in Pogo. This table also
shows what percentage drop from Eh each value of n corresponds to. Here, as
per the above-mentioned assumptions, n = 1 corresponds to a 10% maximum
reduction between the E profile in the FE model and the healthy E value.

Plate 93 99 04 91 84

∆CR(%) -3.99 -2.23 -1.68 -1.49 -0.90

n 1.37 0.80 0.61 0.55 0.32

∆E(%) -13.29 -7.68 -6.43 -5.72 -3.50

necessary to derive them for each plate. To achieve this, an iterative approach

was used, where the n value for each plate was found, such that the ∆CR

value from the FE simulation was matched to the respective ∆CR value

of the blue curve in Figure 3.11. Table 3.2 shows the experimental ∆CR

values, the value n which was required to achieve the ∆CR value in Pogo,

and the corresponding percentage change in E (∆E) which each value of n

implies. It was then necessary to assess how well this method of implementing

fatigue damage with respect to changes in speed compared with the ∆CL

measurements. To complete this assessment, a bulk wave model was created,

as described in subsection 3.5.1. The question here was to check how well

the experimental and FE values of ∆CL matched, using the profiles derived

from the ∆CR measurements. The results are shown in Figure 3.19.

As shown in Figure 3.19, there is good agreement between the ∆CL values

obtained from the simulations and the experiments. The agreement is best

at UF values below 0.7, while there is a small discrepancy in the ∆CL value

at the highest UF value - however, the change in the gradient of the UF

vs ∆CL plot observed in the experiments graph can also be seen in the FE

graph, implying that the FE domain still behaves like the physical plate. The

difference in the value of ∆CL at this point is possibly due to the large UF
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Figure 3.19: Comparison between the ∆CL values obtained from the immer-
sion measurements and the FE model. The results for each plate are plotted
against their respective UF values.

itself. At large UF values, there is the possibility that other, larger defects

have been developed in the material, and therefore the changes in speed might

not arise purely from the dislocation multiplication.

Additionally, the overall agreement of the FE model with the ∆CL values

shows that using a Young’s modulus profile as a method of representing fa-

tigue damage is accurate in terms of modelling the propagation speed of ul-

trasound. This is because the profiles were derived from the ∆CR values, but

then matched the ∆CL measurements, which were obtained independently.

This method is simple to implement, and can have useful implications for the

FE modelling of engineering components, where NDE methods rely on accu-

rate time-of-flight measurements, but are also subjected to fatigue damage.

Prior modelling of such components can provide correction factors which can

be used in the experimental measurements, to provide more accurate time-of-

flight measurements. It may be noted that in the model here, a pure change
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in E was assumed as the means of representing fatigue damage, which implies

that shear waves should also be well represented in terms of speed changes -

however, the literature suggests otherwise [5]. A potential solution is to also

create a Poisson’s ratio profile, such that shear waves are also represented well

in the FE model, however, this requires a full study on the effects of fatigue on

the Poisson’s ratio of metals and alloys such as steel. For the present study,

such further refinement was not pursued, as the stiffness reduction method

was able to capture the effects of fatigue on the time of flight of longitudinal

and Rayleigh waves accurately.

Finally it is worth noting that, given that the values of n in Table 3.2 gave a

good match between the FE model and the experimental results, it is expected

that if the inverse approach was used, a similarly good match would be ob-

tained (i.e., if the n values were derived such that the FE simulations matched

the longitudinal wave results, and were subsequently used in a Rayleigh wave

model, a good match between the experimental and FE ∆CR would have

been achieved). It was chosen that the n values were to be derived from the

Rayleigh wave experiments, as the larger ∆CR values allowed the effect of

small changes in n to be visible in the simulation results, and hence more

accurate n values were obtained.
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Chapter 4

Creeping waves for assessing the

fatigue state of pipe geometries

4.1 Introduction

In the previous chapters the theory and implementation of a method for char-

acterising the fatigue state of flat steel components was presented. Here, an

attempt to extend those findings in pipe geometries is presented and dis-

cussed, as well as the limitations found during this investigation.

Pipe geometries are often a geometry of interest in the NDE field. Namely,

multiple techniques have been developed to inspect pipes in the power [100,

101], chemical [101] and petroleum [102–104] industries. In terms of fatigue

damage, the authors in [105] investigated the behaviour of drill pipes under

fatigue and corrosion fatigue, while Han et al. [106] calculated the stress

intensity factors in cracks caused by bending fatigue. In more theoretical

studies, Paffumi et al. [107] used numerical methods and an elasto-plastic

fatigue model to simulate the fatigue crack propagation in authentic steel
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pipes, while in [108] the authors used probabilistic methods to predict the

number of cycles to failure for a steel pipe. However, the methods in their

papers are concerned with large, individual cracks, and do not provide a

method to characterise the fatigue state as a whole, either before, or after

crack initiation and growth.

As discussed in the previous chapter, some valuable work has been com-

pleted by [60] and [61], using bulk shear waves. However, as these methods

use through-thickness shear waves, the waves spend very limited time in the

fatigued region, and therefore, the observed changes in speed and attenua-

tion are smaller in magnitude compared with if a surface wave was used. It

is worth noting that in [60], the changes appear to be bigger - however, the

authors here were sending a wave through the length of a test piece on a

tension-compression machine, and therefore the wave spends its entire travel

time within a fatigued zone. In terms of using waves which travel on pipe

surfaces, [56] and [57] used axial shear waves propagating in the circumferen-

tial direction of a pipe, and measured the changes in speed and attenuation

as fatigue progressed - arriving at the same monotonic reduction in speed

and the more complicated behaviour of the attenuation coefficient which was

discussed in the previous chapter.

However, the scenario of being presented with a component which is fatigued

along its entire thickness, or the scenario of fatigue existing on the outer

surface of a pipe are both less likely to occur in industrial applications -

rather fatigue in those cases is present around the inner surface of the pipe

due to the cyclic pressure and temperature of the fluids which travel through

it. Therefore, here an attempt was made to create a method which generated

a wave travelling around the inner surface of the pipe to maximise the travel

time inside the fatigue area, ensuring that this method did not need direct

access to the inner surface - this is because such a method would require the
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component to go out of service and even sectioning of the pipe.

A potential solution, which maximises the travel time of the wave around

the inner surface of the pipe, and satisfies these constraints, is the use of

creeping waves, excited by mode conversion upon the incidence of a shear

wave on the inner surface. Creeping waves are similar to Rayleigh waves, in

the sense that they travel on the surface of a material and their amplitude

exponentially decays away from the surface, however, their existence requires

the presence of a curved and not a flat surface, as explained in [109] and [110].

While the creeping wave travels along the curved surface, it leaks energy in

the form of shear waves into the bulk of the material. It can be noted that in

the limit, as the radius of curvature becomes large, the energy radiation (and

hence effective attenuation of the creeping waves) drops and the waves become

Rayleigh waves. Creeping waves have been used in the past for various NDE

applications - Nagy et al. [110] and Doherty & Chiu [111] used creeping waves

for inspecting weep holes for the presence of identifiable fatigue cracks, while

Qu et al. [112] used creeping waves for detecting notches in thick annuli.

Studies involving FE modelling have also been completed; for instance, the

authors in [113] used a commercial FE software to investigate the effect of

cracks normal to the inner radius of an annulus to the amplitude of a creeping

wave.

Here, the use of creeping waves excited by sending a shear wave from the outer

towards the inner surface, as described in [110], is proposed for assessing the

fatigue state of steel pipes, by utilising the results of the previous chapters and

the leaky nature of creeping waves. Since it has already been demonstrated

that the presence of fatigue reduces the propagation speed of an ultrasonic

wave, creeping waves are expected to exhibit the same behaviour. As creeping

waves will leak energy into the bulk of the material while travelling around the

inner surface of a pipe, and those leaky waves can be recorded on the outside
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Figure 4.1: Polar coordinate system and pipe dimensions. The positive axis
direction for the coordinate system are shown in red, while the pipe dimen-
sions are shown in black.

radius of the annulus, their arrival time can be compared with the expected

values from the case where fatigue was not present. This method maximises

the travel time of the wave inside the fatigue region, since the creeping wave

is restricted to propagating along the inner surface, where most of the fatigue

damage is concentrated, without the need to access the inner surface.

4.2 Theory & FE modelling

4.2.1 Mathematical formulations

The theory presented here has already been established in [112] and [114].

Let us assume a circular annulus, with inner radius rin, outer radius rout and

thickness tpipe = rout − rin, in a standard (r, θ) polar coordinate system, as

shown in Figure 4.1.

Let ur and uθ be the radial and circumferential components of the displace-

77



ment in the annulus respectively. Let also σr, σθ and σrθ be the radial,

circumferential and shear stresses in the annulus respectively. The equations

of motion for such an annulus, are [114]:

∂σr
∂r

+
σr − σθ

r
+

1

r

∂σrθ
∂θ

= −ρω2ur, (4.1)

∂σrθ
∂r

+
1

r

∂σθ
∂θ

+ 2
σrθ
r

= −ρω2uθ. (4.2)

If stress free boundary conditions are assumed, i.e.

σr = σrθ = 0 at r = rin, rout, (4.3)

and displacement potentials are also introduced, similarly to the method

presented in Chapter 2, it can be shown that [112,114]

u
(n)
r = W

(n)
r (r)ejkcrroutθ, (4.4)

and

u
(n)
θ = W

(n)
θ (r)ejkcrroutθ, (4.5)

where kcr is the wavenumber of the creeping wave, defined as its angular

frequency divided by its speed.

In the equations above, n denotes the nth creeping wave mode arising from the

solutions of the equations of motion. The displacement amplitudes, W
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and W
(n)
θ (r) are then given by
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and
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(4.7)

where r = r/rout, k̂ = kcrrout, ω̂ = [ωtpipe(1− rin

rout
)]/CT . Also, J

k̂
() and Y

k̂
()

are the first and second kind Bessel functions of order k̂, and A1 − A4 are

constants to be found from the boundary conditions.

4.2.2 Setting up the FE model

In terms of exciting a creeping wave the method described in [110] was fol-

lowed, as the method described there assumes no direct access to the inner

surface of the annulus. The authors in this study present two methods for

exciting creeping waves on the surface of a circular hole embedded in a large

plate. Both methods rely on the fact that shear waves are well coupled to

leaky Rayleigh waves, which belong to the same category as creeping waves,

and therefore the authors explain that if a shear wave passes sufficiently close

to a curved surface, it will excite a creeping wave. The first method involves

generating a shear wave wavefront, whose centre coincides with the centre of

the hole whose length is at least 50% bigger than the radius of the hole. As

the wavefront approaches the hole, most of the energy is reflected, however,

the portion of the wave which grazes the hole excites a creeping wave. This

method may be practical for plates with embedded holes, however, for annuli

where the space is more limited, this method may not be feasible. Alterna-

tively, the authors here present a method in which a shear wave is sent at

an angle such that the main lobe of the shear wave grazes the hole, again

resulting in the excitation of a creeping wave. This is the method which

was used in this study, as it is better suited to the limited space within an
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annulus.

To assess the suitability of this method for fatigue state monitoring, prelim-

inary FE investigations using Pogo were completed, and the simulation data

was visualised using PogoPro [6]. First, an FE domain in the shape of an

annulus was created, which was meshed using 2D triangular elements. The

mesh size was set to approximately λT/25. A source line, with a length of 5

mm, centred at θ = 90◦ was defined, as well as a monitor line with the same

length, centred at θ = 270◦.

To excite an optimal creeping wave, the centre of the shear wavefront must be

such that it passes very close to the inner surface, without necessarily being

incident upon it. To achieve this a focus point close to but not directly on the

inner surface was selected. The distance of each source node on the source

line was calculated from this focus point, and was then converted to time-

delays which were prescribed to the source nodes, resulting into the shear

wave beam being steered to the focus point. A schematic of the FE domain,

showing the source and monitor lines, as well as an indicative location for the

focus point, is shown in Figure 4.2.

It was also necessary to define absorbing layers to attenuate both the inci-

dent shear wave, as if not absorbed would create multiple reflections when

colliding with the outer wall of the annulus, as well as any other unwanted re-

flections. The simplest method to achieve this would have been to introduce

flat absorbing layers as shown in Figure 4.3. To achieve the best possible

absorption, it would have been necessary to bring the absorbing layers as

close as possible to the inner surface, however, this comes with the risk that

the absorbing layer interferes with the creeping wave. Also, flat absorbing

layers leave a larger portion of the pipe “free”, which may results in less than

optimal absorption, especially at lower frequencies.
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Figure 4.2: Schematic of the FE domain used to excite creeping waves on the
inner surface of an annulus. The source line is shown in black, the monitor
line is shown in red, and an indicative location of a focus point, where the
shear wave beam is steered is shown in green, In this schematic, the focus
point is located at (rin + tpipe/8, 45◦) in polar coordinates.

To mitigate this issue, it was decided to use elliptical absorbing layers instead

of flat. This was achieved by modifying the pre-defined Pogo feature which

creates circular absorbing layers, to accept a positive constant representing

the eccentricity of the ellipse. A value of this constant equal to 1 would

yield circular absorbing layers, while a value less or more than one would

create ellipses with their major axes either parallel or perpendicular to the

x direction respectively. An example of such an absorbing layer is shown in

Figure 4.4.

For thick-walled annuli, the use of elliptical absorbing layers is not of immi-

nent importance, as the large thickness allows for sufficient space for wave

absorption. The issue of maximising the absorbing layer area becomes more

important with thin-walled annuli. In those, due to the limited space it is

very important to ensure that the maximum area is covered by absorbing
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Figure 4.3: Example of flat absorbing layers applied to an annulus. The
absorbing layer is shown as an area of gradually reducing E. Here, rin = 10
mm and rout = 25 mm.

Figure 4.4: Example of an elliptical absorbing layer applied to an annulus.
The absorbing layer is shown as an area of gradually reducing E. As shown
here, the absorbing layer approaches the inner surface approximately where
the creeping wave is first generated, and also covers a larger area of the pipe
compared with 4.3. Here, rin = 10 mm and rout = 25 mm.
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layers, without them interfering with the creeping wave measurements. Fig-

ures 4.5 and 4.6 show an illustration comparing the effect of using flat versus

elliptical absorbing layers in a thin-walled annulus. By comparing them,

it is clear that using elliptical absorbing layers gives larger area coverage

while simultaneously not approaching the propagation path of the creeping

wave.

4.2.3 Geometrical considerations

The theory suggests that the dimension of the inner surface of the annulus

with respect to the wavelength is very important with regards to the creation

of a creeping wave, as Equations (4.6) and (4.7) show a dependence of the

displacement on the geometry of the annulus. Hence, R was defined to be

the ratio between the shear wavelength, λT and the inner radius,

R =
λT
rin
, (4.8)

to investigate what the effect of the wavelength or the inner radius is on the

creation of a creeping wave, and whether there are any limiting conditions in

R which prohibit the excitation of a creeping wave.

The investigation of the effect of the R value on the excitation was approached

in two ways. First, the frequency of the simulations was fixed to 5 MHz and

the pipe’s inner radius was varied from 10 mm to 25 mm. Following this

investigation, the annulus’ inner radius was fixed to 20 mm, and the frequency

was varied from 3 MHz to 6 MHz. Finally, the circumferential and radial

location of the focus point was also investigated in an analogous fashion,

i.e. by fixing one parameter and varying the other. To investigate whether

the circumferential location of the focus point has an effect on the generated

creeping wave, the radial location was fixed to (rin+tpipe/8, θ) and θ location
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Figure 4.5: Example of flat absorbing layers applied to an thin-walled annu-
lus. The absorbing layer is shown as an area of gradually reducing E. Here,
rin = 20 mm and rout = 25 mm.

Figure 4.6: Example of an elliptical absorbing layer applied to an thin-walled
annulus. The absorbing layer is shown as an area of gradually reducing
E.Here, more area of the annulus has been covered by the absorbing layer
compared with 4.5. Here, rin = 20 mm and rout = 25 mm.
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was varied. Following the completion of this set of simulations, an analogous

investigation was completed to determine whether the radial location of the

shear wave focus point had an effect on the quality of the creeping wave,

and subsequently, the wave leaking from it. For this set of simulations, the

circumferential location of the focus point was kept at θ = 45◦.

4.3 Calibration results & discussion

For the purposes of better visualising and understanding the method of excit-

ing the creeping waves on the inner surface of a pipe, Figure 4.7 shows wave

field plots before, during and after the creeping wave excitation. Namely,

subfigure 4.7a shows the shear wave, travelling at an angle before it hits the

rough surface, subfigure 4.7b shows the shear wave just after it has collided

with the inner radius and a creeping wave has been excited, and subfigure

4.7c shows the field after the shear wave has been absorbed by the absorb-

ing layers, and the creeping wave is travelling along the inner radius, leaking

energy in the shape of a spiral as predicted by [110].

4.3.1 Optimal f and rin combinations for the excitation

of a creeping wave

The resulting leaky waves from each simulation, received on the outer surface

monitor line, are shown in Figure 4.8, when fixing the frequency at 5 MHz and

varying rin, while results from fixing rin at 20 mm, and varying the frequency,

are shown in Figure 4.9.

Even though Figures 4.8 and 4.9 show the wave leaking from the creeping

wave, as recorded on the outer surface, the quality of these leaky signals is

directly linked to the presence of a creeping wave, and its amplitude and

signal-to-noise ratio are also linked to the same parameters of the creeping
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(a)

(b)

(c)

Figure 4.7: Illustration of the steps for generating a creeping wave. In (a)
a shear wave travels at an angle before it collides with the inner surface - a
weak longitudinal wave can also be seen ahead of it. In (b), the shear wave
has collided with the inner surface, and a creeping wave has been excited at
the collision point. Finally, (c) shows the creeping wave travelling around
the inner surface, while energy leaks from it. The QR code directs to an
animation of this process.
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(a) (b)

(c) (d)

Figure 4.8: Comparison of the wave leaking from the creeping wave, at dif-
ferent R values, where the variation in R has been obtained by varying the
inner radius. In all simulations here, f = 5 MHz and rout=40 mm. The R
values for (a) is 0.064 (rin=10 mm), for (b) is 0.043 (rin=15 mm), for (c) is
0.032 (rin=20) mm and for (d) is 0.026 (rin=25 mm). In (a) this leaky wave
is labelled - the analogous waveforms in the subfigures here and in the next
figures are also the waveforms corresponding to the leaky wave.
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(a) (b)

(c) (d)

Figure 4.9: Comparison of the wave leaking from the creeping wave, at dif-
ferent R values, where the variation in R has been obtained by varying the
centre frequency of the incident wave. In all simulations here, rout = 40 mm
and rin = 10 mm. The R values for (a) is 0.053 (f=3 MHz), for (b) is 0.040
(f=4 MHz), for (c) is 0.032 (f=5 MHz) and for (d) is 0.027 (f=6 MHz).
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wave. As shown in Figures 4.8 and 4.9, the R value is crucial for the excitation

of a creeping wave. It appears that the generation of a good quality creeping

wave requires a value of R greater than approximately 0.04. The physical

reason relates to the necessary conditions for the creation of a creeping wave,

and namely, the presence of a sufficiently curved surface. Physically, a large

inner radius would appear flat to a small wavelength which would cause

reflection rather than mode conversion. Therefore, larger inner radius values

require lower frequency incident shear waves for a creeping wave to be excited

on their surface.

One more interesting feature can be seen in Figures 4.8 and 4.9. An addi-

tional waveform can be seen between the two main leaky wave waveforms.

Visualising the FE results showed that this is again a wave leaking from a

creeping wave, travelling in the counter-clockwise direction. This creeping

wave has been excited by the tail of the shear wave being incident upon with

the inner surface at a location to the left of the θ = 90◦ point. Its lower

amplitude can be explained by the fact that the incident tail of the shear

wave in this case carries significantly less energy than the main lobe of the

wavefront which travels towards the focus point. Additionally, the amplitude,

signal-to-noise ratio and peak clarity of this wave is noticeably worse in most

subfigures in Figures 4.8 and 4.9. There are two potential reasons for this -

first, the creation of this wave is an unavoidable consequence, and therefore

no effort is made to tailor the excitation parameters for it. Additionally,

the processing method from which the main leaky wave signal is obtained

is based around itself, and is potentially not ideal for this secondary leaky

wave. However, as this additional leaky wave is smaller in amplitude, it does

not interfere with any speed measurements of the main leaky wave.
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4.3.2 Optimising the location of the focus point

Here the results relating to whether the radial and circumferential locations of

the focus point have an effect on the quality of the resulting creeping wave are

presented, provided that the R condition is satisfied. For this investigation,

a pipe with rout = 40 mm and rin = 10 mm was selected and a shear wave

centre frequency of 5 MHz, giving an R value of 0.08, which as discussed in

the subsection above, is sufficient for the excitation of a creeping wave.

The resulting leaky wave signal, monitored on the outer surface, when varying

the circumferential location of the focus point and fixing its radial position is

shown in Figure 4.10. For varying the radial position and fixing the circum-

ferential, the results are shown in Figure 4.11.

As shown in Figure 4.10, there is a large range of θ values which give a creep-

ing wave of good quality, and subsequently a good leaky wave, as all θ values

between 0◦ and 60◦ yielded clean leaky waves, with distinguishable peaks

from which the speed can be easily extracted. The circumferential location

appears to be slightly more restrictive, with values of rin + tpipe/6 or less

giving a good quality creeping wave. This means that the focus point should

be located at most approximately 10 λT away from the inner radius. This 10

λT distance appears to be significantly larger than what the theory suggests

the allowable range to be - however, both this and the fact that there is a

large number of permissible θ values can be explained by the phenomenon

of beamspread. Even though the wave is focused at a particular point, the

wavefront has a finite size, and therefore, collides with the inner radius con-

tinuously as it travels towards the focus point. Therefore, as long as the focus

point is not radially directly below, or close to directly below the source line,

and circumstantially within 10λT , the quality of the resulting creeping and

leaky waves is good enough for the purposes of speed measurements.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.10: Comparison of the wave leaking from the creeping wave, where
the creeping wave was excited by focusing it at (rin + tpipe/8, θinc), and θinc

was varied. In all simulations results here, rout = 40 mm, rin = 10 mm and
f = 5 MHz. The θinc values for each subfigure is as follows: (a) θinc = 0◦, (b)
θinc = 15◦, (c) θinc = 30◦, (d) θinc = 45◦, (e) θinc = 60◦, (f) θinc = 75◦.
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(a) (b)

(c) (d)

(e)

Figure 4.11: Comparison of the wave leaking from the creeping wave, where
the creeping wave was excited by focusing it at (rin + tpipe/pinc, 45◦), and pinc

was varied. In all simulations here, rout = 40 mm, rin = 10 mm and f = 5
MHz. The pinc value for each subfigure is as follows: (a) pinc=10, (b) pinc=8,
(c) pinc = 6, (d) pinc = 4, (e) pinc = 2.
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4.4 Introducing fatigue damage - idealised

FE simulation conditions

Following the investigation of the effect of the location of the focus point on

the quality of the creeping wave, fatigue damage was introduced to the an-

nulus model, in an analogous method to the one described in Chapter 3, i. e.

the modelling parameters were altered to capture the effect of fatigue on the

speed of ultrasonic waves. A ring-shaped area of gradually reducing Young’s

modulus was introduced around the inner radius of the pipe, covering 10%

of the pipe’s thickness. This area was comprised of eight layers of reducing

Young’s modulus values, up to a minimum value equal to 90% of the healthy

E value. Figure 4.12 shows a schematic of this ring-shaped E profile. The

values of E in the profile were derived using the same method as in Chapter

3, where the known strain profile of the fatigued plates was converted into a

E profile. In all simulations, elliptical absorbing layers of suitable eccentricity

and thickness were implemented.

Initially, through-thickness measurements simulations were completed using

longitudinal bulk waves. To achieve this, the same setup was used as in

Figure 4.2, with the absence of the focus point - rather the source nodes were

all excited in the vertical direction, to create a longitudinal wave. Also, the

source nodes were also defined to act simultaneously as monitor notes, and

the monitor line centred at the θ = 270◦ position was removed. The resulting

signal from this setup, both without and with the presence of the fatigue

profile are shown in Figure 4.13.

The speed of the longitudinal wave travelling through the thickness of the

healthy annulus, obtained from the signal shown in Figure 4.13 was found

to be 5543 m/s. For the same pipe, when the damage described above was

introduced, the longitudinal wave speed was reduced to 5529 m/s, which
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Figure 4.12: Schematic of the E profile used to represent fatigue damage in
the FE model. The fatigue is represented as a ring of gradually reducing
Young’s modulus values. The maximum change from the healthy E value to
the E value in the most fatigued layer in this figure is equal to a 10% change
from the healthy value.

Figure 4.13: Longitudinal wave FE signal, obtained from a through-thickness
simulation of a longitudinal wave generated at the θ = 90◦ position. For this
FE model, rin = 10 mm and rout = 40 mm.
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Figure 4.14: Leaky wave FE signal, obtained from simulation of a creeping
wave generated by the incidence of a shear wave with the inner radius of the
pipe. The focus point was defined to be at (rin + tpipe/8, 45◦). For the FE
model used to obtain these signals, rin = 10 mm, rout = 40 mm and f = 5
MHz.

corresponds to a 0.26% reduction in wave speed. This is of the same order

of magnitude as observed in the plate simulations.

Following this investigation, the measurements were repeated on the same

healthy and damaged annulus, using creeping waves and the setup shown in

Figure 4.2. The resulting leaky waves, monitored at the θ = 270◦ are shown

in Figure 4.14.

The speed of the leaky (and hence the creeping) wave travelling around the

inner surface of the annulus, obtained from the signal shown in Figure 4.14

was found to be 2943 m/s. For the same annulus, when the damage was

introduced, the creeping wave speed was reduced to 2805 m/s - a reduction of

approximately 4.7%. This demonstrates well how the creeping wave method

generates significantly larger changes in speed in the presence of the fatigue,
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Figure 4.15: Longitudinal wave FE signal, obtained from a through-thickness
simulation of a longitudinal wave generated at the θ = 90◦ position. For this
FE model, rin = 10 mm, rout = 20 mm and f=5 MHz.

as the creeping wave is restricted to spend all of its propagation time within

the fatigued area. For this particular example, the changes in speed were

amplified by approximately seventeen times.

It is often the case that some industrial applications may require the in-

spection of pipes with thinner walls than the results presented so far in

this chapter. To investigate this, analogous simulations were repeated on

a thinner-wall pipe, with rin = 10 mm and rout = 20 mm. The choice of

reducing the inner and not the outer radius was made to keep the shear wave

frequency at 5 MHz, and allow for a more direct comparison between the

thick and thin-walled annuli. The signal from the longitudinal bulk wave

measurements is shown in Figure 4.15, while the leaky wave signal is shown

in Figure 4.16.

The change in longitudinal speed when damage is introduced in the thin-

walled pipe, as calculated from the signals in Figure 4.15 is -0.26% as ex-
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Figure 4.16: Leaky wave FE signal, obtained from simulation of a creeping
wave generated by the incidence of a shear wave with the inner radius of the
pipe. The focus point was defined to be at (rin + tpipe/8, 45◦). For this FE
model, rin = 10 mm, rout = 20 mm and f = 5 MHz.

pected. This number remains the same as for the thick-walled pipe, as both

the inner radius and the fatigue thickness were scaled by the same value.

The change in the creeping wave speed was found to be -5.32%, which is

approximately equal to a 20× increase in the change in speed between the

longitudinal and creeping wave measurements. It is worth noting that the

change in creeping wave speed is larger compared with the thick-walled pipe,

due to the fact that the creeping wave now spends even more time inside the

fatigued area, as both the source and monitor lines are located closer to the

inner radius for a thin-walled pipe.
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4.5 Introducing fatigue damage - more real-

istic FE conditions

In the previous subsection it was shown how the use of creeping waves greatly

amplifies the changes in speed due to the presence of near-surface fatigue,

compared with through-thickness longitudinal wave measurements. This in-

vestigation was completed with the aid of idealised FE domains, where ab-

sorbing layers were used to ensure that any unwanted waves and reflections

were absorbed and would not interfere with the leaky wave measurements.

Here, analogous creeping wave simulations were repeated, with the absorbing

layers removed. The through-thickness simulation results were not repeated,

as the presence of the absorbing layers is away from the source and it was

therefore expected that their removal would not have affected the quality of

the signal.

Starting from the thick-walled pipe (rin = 10 mm and rout = 40 mm) and

no fatigue damage, it was observed that the signal received at the monitor

line contained multiple waveforms which were of noticeably larger amplitude

compared with the signal in Figure 4.14. This signal is shown in Figure

4.17.

By visualising the simulation in Paraview, three main contributors to the

additional waveforms in Figure 4.17 were identified:

• Reflections from the incident shear wave, which is scattered both when it

approaches and collides with the inner surface, and also when it arrives

at the outer surface (marked in red).

• Creeping waves which travel on the outer surface, generated by the

source line while while generating the shear wave (marked in green).

• Additional leaky waves, resulting from inner surface creeping waves,
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Figure 4.17: Leaky wave FE signal, obtained from simulation of a creeping
wave generated by the incidence of a shear wave with the inner radius of the
pipe. The focus point was defined to be at (rin + tpipe/8, 45◦). For this FE
model, rin = 10 mm, rout = 40 mm and f = 5 MHz. Here, the absorbing
layers were removed. Shear wave reflections are marked in red and outer
surface creeping waves are marked in green.

which are excited when any of the scattered shear waves approach the

inner radius under the right conditions for creeping wave generation (not

visible in Figure 4.17, due to their small amplitude).

An illustration of each of these features is shown in Figure 4.18 - examples of

shear wave reflections are contained within the red circles, examples of outer

surface creeping waves are contained within the green circles, and arbitrarily

generated inner surface creeping waves are contained within yellow circles. It

is clear that the unavoidable existence of those reflections and surface waves

renders the leaky wave undetectable.

A potential solution to this issue would be to identify a method which would

absorb the shear wave after it has excited the creeping wave. To achieve this

an external material to the annulus model was attached in the simulation, as

shown in Figure 4.19. The external material was added almost to the entirety
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Figure 4.18: Wave field in the annulus, after the incidence of the shear wave
with its inner surface. Examples of shear wave reflections are contained within
the red circles, examples of outer surface creeping waves are contained within
the green circles, and inner surface creeping waves are contained within yellow
circles.

of the outer surface, leaving gaps only around the source and monitor lines.

The purpose of this external area was to be filled with a suitable absorbing

material, so that it can act as an absorbing patch.

Initially, the patches were filled with absorbing layer material. The signal ob-

tained from this configuration is shown in Figure 4.20. The leaky wave signal

appears to be clean, and its quality resembles that of the signals in Figure

4.14. This implies that the use of external patches is effective at suppressing

the waves in Figure 4.17 which rendered the leaky wave undetectable.
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Figure 4.19: Schematic of the FE domain used to excite creeping waves on
the inner surface of an annulus, with external patches attached. The source
line is shown in black, the monitor line is shown in red, and an indicative
location of a focus point, where the shear wave beam is steered is shown in
green. The dashed line indicated the boundary between the steel annulus
and the external patches.

However, in an experimental setup, some coupling will be required to facilitate

the transmission of the waves between the annulus and the patches. To

simulate this, a thin layer of STOPAQ (Stadskanaal, The Netherlands) (E =

1.37 GPa, ρ = 970 kg/m3, ν = 0.443) was defined between the annulus and

the material, as shown in Figure 4.21.

The signal obtained from using AL filled patches, with STOPAQ coupling is

shown in Figure 4.22. For the particular case in Figure 4.22, the couplant

thickness was set to λT/5. It is clear that the coupling has an adverse effect

on the effectiveness of the absorbing layers, as the unwanted waves are not

able to cross this boundary and have been recorded by the monitor line.

Further simulations, where the thickness of the coupling was varied, revealed
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Figure 4.20: Leaky wave FE signal, obtained from simulation of a creeping
wave generated by the incidence of a shear wave with the inner radius of
the pipe, under the configuration shown in Figure 4.19. Here, the external
patches were filled with AL material.

Figure 4.21: Schematic showing the materials used to investigate the effect of
adding a coupling layer between the steel annulus and the idealised absorbing
layers.
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Figure 4.22: Leaky wave signal, generated from the FE configuration shown
in Figure 4.19. Here, the external patches were filled with absorbing layer
material, and a thin layer of STOPAQ coupling was defined between the
annulus and the patch.

that in order for the wave to be able to pass through the couplant barrier

to a degree which renders the leaky wave visible again, this thickness must

be reduced to λT/45, which for steel is approximately equal to 25 µm. Such

a small thickness would be unrealistic to achieve in an experimental setup

uniformly, especially with the high viscosity substances required for shear

wave coupling.

As a final check for this patch method, STOPAQ was introduced to the

entire patch region in the model, without any coupling (i.e. assuming perfect

coupling between the patch and the annulus), since STOPAQ has been used

as an absorbing material in past studies [115] on plates, and could potentially

be useful in pipe geometries.

It was found that the transmission between the annulus and the absorbing

patches area was poor. The signal obtained from defining STOPAQ patches

103



Figure 4.23: Leaky wave signal, generated from the FE configuration shown
in Figure 4.19. Here, the external patches were filled with STOPAQ.

is shown in Figure 4.23.

The signal in Figure 4.23 resembles that of Figure 4.17 closely, although

some of the waveforms appear to have reduced amplitude. This implies that

the STOPAQ patches were partially effective - there was some absorption

of the incident shear wave, however, this was far from the required amount

to make the leaky wave visible. The most probable reason for this is the

large impedance mismatch between STOPAQ and steel, which prevents the

transmission of waves between them. Given the results for the thick-walled

pipes, there was no need to repeat simulations for the thin-walled pipes, as

it had already been demonstrated that thinner pipes generate more complex

noise patterns.

From this study it was concluded that the use of creeping waves for fatigue

state assessment in realistic scenarios is not feasible. This is due to the

inherent weak nature of the leaky wave, which is rendered easily masked by
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the presence of other waves. Given that the excitation of the creeping wave by

definition requires the presence of a shear wave, and the space in an annulus

is confined, it is unavoidable that the scattered shear wave will interfere with

the leaky wave. As a result, it was decided not to proceed further with the

creeping wave methods.

4.6 Alternative approach - beating of creep-

ing waves

Here, an alternative approach to that of creeping waves is discussed, as the

investigation above showed that the weak nature of the leaky wave com-

pared with the incident shear wave required to excite it makes its monitoring

impractical in realistic scenarios. A potential solution would be to excite a

creeping wave without the use of an incident wave. It has already been shown

that a similar excitation is possible by Masserey & Fromme [116]. In their

study, the authors study a behaviour known as beating, in which the energy

of a Rayleigh wave is transferred between the two surfaces of a plate, when

the centre frequency of the Rayleigh wave falls within a specific range. To

aid with the explanation of this phenomenon, an example of the dispersion

curves showing the first anti-symmetric (A0) and first symmetric S0 modes

is shown in Figure 4.24, for a 5 mm thick steel plate.

As shown in Figure 4.24, at low frequencies, the two Lamb wave modes

have significantly different phase velocities, while at higher frequencies, they

converge to a single speed, which in the high frequency limit is equal to

CR. However, there is a region in-between where the speeds are close, but

not identical. This region was the region of interest in the study in [116] -

as the authors explain, Rayleigh waves on a plate can be thought of as a

superposition of the A0 and S0 Lamb wave modes. In this particular region,
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Figure 4.24: Dispersion curves, showing the A0 and S0 modes for a 5 mm
thick steel plate. In this figure, Vph is the phase speed.

the slight difference in phase speed of A0 and S0 results in a continuous phase

shift between them causing energy to be transferred between the surfaces of

the plate. This energy transfer happens over a distance known as the beat-

length, Ls, which is equal to

Ls =
2π

kA0
− kS0

, (4.9)

where kA0
and kS0

are the wavenumbers of the A0 and S0 modes respec-

tively.

To the author’s knowledge, the phenomenon of beating has not been studied

for creeping wave travelling around curved surfaces. Similar studies for de-

fects around holes have been completed, [117,118], however, those focused on

the detection of identifiable cracks using pulse-echo configurations and not

creeping waves.
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Figure 4.25: Schematic of the FE model used to recreate the results in [116].
The rectangular FE domain has dimensions 900 mm × 3 mm, with source
and monitor lines placed on the upper surface.

Initially, an attempt was made to recreate the results in [116], by creating a

rectangular FE domain as shown in Figure 4.25. The domain was 900 mm ×
3 mm in size, as per the dimensions in the plate in [116]. A source line, with

a length equal to 5 λR (calculated from the centre frequency) was defined on

the upper surface, along with a monitor line, starting at x = −100 mm and

ending at x = 450 mm. A clean Rayleigh wave signal was excited, using the

method described in detail in Chapter 2.

The centre frequency of the Rayleigh wave was set to 2 MHz. The normalised

maximum z displacement of each of the monitor nodes, defined as the ratio of

the maximum amplitude of each node divided by the largest of the maximum

amplitudes recorded across the monitor line, was recorded and plotted against

its respective x location. The results are shown in Figure 4.26.

The phenomenon of beating is clear in Figure 4.26, as the z amplitude can be

seen to vary periodically. The distance over which this happens is approxi-
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Figure 4.26: Variation of the maximum z displacement of a Rayleigh wave
along the monitor line shown in Figure 4.25, for a 3 mm thick plate with f=2
MHz and −100 mm ≤ x ≤ 150 mm.

mately equal to 200 mm, which agrees with the experimental results in [116].

This both verifies the result, and demonstrates Pogo’s ability to simulate the

beating behaviour of Rayleigh waves. Therefore it was feasible to proceed

with the investigation of this phenomenon in curved surfaces.

For the investigation, an annulus with a wall thickness of 3 mm was chosen.

Although this might not be representative of a realistic pipe in an industrial

environment, the small thickness allows for the choice of a reasonable model

size and frequency combination, to achieve beating. The A0 and S0 speeds for

a plate with 3 mm thickness were used in the calculations, similarly to [116].

For such a plate, at 2.25 MHz the speed of the A0 mode is 2936.01 m/s and

the speed of the S0 mode is 2950.01 m/s, giving Ls ≈ 270 mm.

Initially, an annulus with rin = 50 mm and rout = 53 mm was selected. A

5 mm long source line was defined at the top, and then equispaced monitor
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Figure 4.27: Schematic of the setup used to measure Ls in an annulus. The
source line is shown in black and the monitor points are shown in red.

nodes around the outer surface were defined to investigate whether the same

Ls would be measured for plates in the annulus and whether full energy

transfer between the two surfaces would be achieved, which is a requirement

for the end goal of using this method for fatigue state characterisation. A

schematic of the setup is shown in Figure 4.27.

The amplitudes and phases of the nodes on the source line were defined as

per [98], to ensure the creation of a clean outer surface wave. The amplitude

of the outer surface creeping wave was monitored at the circumferential lo-

cation. Then, the maximum amplitude of each signal was recorded, and a

plot showing the variation of the maximum amplitude along the outer sur-

face was created. The plot for the model with rin = 50 mm and rout = 53
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Figure 4.28: Variation of the amplitude of the creeping wave around the outer
surface of the annulus model, for an annulus with rin = 50 mm and rout = 53
mm.

mm is shown in Figure 4.28. Also, as the creeping wave is created at the

top of the model and is travelling in the clockwise direction, let us move the

origin of the coordinate system to the source line position, and define the

clockwise direction as positive, for the purposes of presenting the results in

this subsection.

If no beating was taking place, one would expect very small variation of

the amplitude of the creeping wave along the travel surface - any potential

variation would possibly be a reduction in the amplitude, due to the leaky

nature of the creeping wave. However, it is clear that the variation in am-

plitude shown in Figure 4.28 resembles the phenomenon of beating. The

maximum amplitude of the wave occurs at the origin, as expected, and then

gradually drops to a minimum value. The amplitude then increases up to

a maximum, and this behaviour repeats. The average distance between two

consecutive maxima (converted to a linear scale) is approximately equal to
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Figure 4.29: Variation of the amplitude of the creeping wave around the outer
surface of the annulus model, for an annulus with rin = 60 mm and rout = 63
mm.

200 mm, which is fairly close to the theoretical value. However, the bigger

issue here is that the energy does not drop to zero as with plate beating - this

is possibly due to the curved nature of the surface. The drop in amplitude

is approximately 31.8% compare with the amplitude just after the wave has

been generated.

To further investigate this claim, a pipe with a larger inner radius was created

(rin = 60 mm and rout = 63 mm) - this is because a larger inner and outer

radii implies a smaller curvature, and hence the model closer resembles a plate

(as a plate is a limiting case of an annulus with an infinite inner radius). The

variation of the amplitude of the creeping wave is shown in Figure 4.29.

As shown in Figure 4.29, the beating effect is still prominent. The beat-

length was again found to be approximately equal to 210 mm, however, the

drop in amplitude is increased to 58.8% compared the initial value. This
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observation potentially confirms the speculation that the curved nature of

the surface impedes full energy transfer between the surfaces, as it appears

that a larger and hence less curved pair of surfaces results in greater energy

transfer. Additionally, the beatlength has slightly increased, and is closer

to the theoretical value of 275 mm, which is potentially more evidence that

curved surfaces impede full energy exchange between the surfaces. However,

as this will be an issue in all pipe models, the beating method was deemed

not suitable for the purposes of this study.

4.7 Alternative approach II - SH0 waves

In the NDE field, longitudinal and vertically polarised shear waves are most

commonly used in inspection techniques. However, shear waves in 3D can

exist with a different polarisation - in vertical shear waves, the wave propaga-

tion is in the x direction and the particle motion is in the z direction. Shear

horizontal waves have the same propagation direction, however, the particle

motion is in the y direction. Therefore, their displacement vector, uSH can

be written as

uSH = (uxSH
, uySH

, uzSH) = (0, f(z)ekSHx−ωt, 0), (4.10)

where f(z) is a fixed amplitude distribution in the z direction, and kSH is the

wavenumber of the shear horizontal mode. Therefore, this mode propagates

purely in the x direction, but only generates shearing in the out-of-plane

direction. A detailed derivation of the displacement and other properties of

shear horizontal waves can be found in [15] and [119].

Since shear horizontal waves possess, by definition, a shearing motion, they

could potentially excite creeping waves too. For setting up an FE model to

investigate this, the same configuration as the one shown in Figure 4.2 was
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Figure 4.30: Signal received on the monitor line, for an annulus with rout = 40
mm and rin = 10 mm, and the use of SH3 elements, which allow for the
simulation of SH waves. The signal represents the out of plane displacement
of the nodes.

used, with a source and monitor lines at the θ = 90◦ and 270◦ positions

respectively. The element type in Pogo was set to SH3, which is a type

of element able to simulate out of plane displacements in 2D models i.e.

displacements displacements out of the plane of the corss-section of the model.

The size of the model was kept at rout = 40 mm and rin = 10 mm, which is a

radius combination which gave good results for the creeping wave simulations

using conventional shear waves. Similarly, the focus point was kept at the

optimal location for this geometry, at (rin + tpipe/8, 60◦). The signal received

on the monitor line is shown in Figure 4.30.

It is not immediately clear in Figure 4.30 whether the signal is a leaky wave or

arises from elsewhere. However, it appears that the two waveforms arrive at

different times compared with the respective ones in Figure 4.14, indicating

that they may arise from a different source, as the geometries of the models
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Figure 4.31: Comparison of the signal received on the monitor line, for an
annulus with rout = 40 mm and rin = 10 mm, and the use of SH3 elements,
which allow for the simulation of SH waves, with and without the presence of
fatigue damage. The signal represents the out of plane displacement of the
nodes

from which the signals in Figures 4.14 and 4.30 were recorded are identical,

and therefore, the leaky wave is expected to arrive at the same time.

To investigate this further, the E profile was introduced to the model to

investigate whether it would cause the same time shift in the signal as in

Figure 4.14. The resulting signal, along with a comparison with Figure 4.30

is shown in Figure 4.31.

It is clear that the shift caused by the presence of the E profile in Figure 4.31

is significantly smaller than the shift shown in Figure 4.14, indicating that

the waveforms are indeed not caused by energy leaking from a creeping wave

travelling on the inner surface of the annulus.

Further visualization of the model in Paraview (not depicted here) revealed
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that these waveforms arise from the multiple reflections of the incident shear

wave, with no evidence of a creeping wave being excited. This potentially can

be attributed to the poor coupling between SH waves and creeping waves,

as the former do not possess any in plane motion, while the latter possess

purely in plane motion. One may expect though that the creeping wave

could potentially excite Love waves, which still are surface waves in which

the particle motion is purely out of the plane [120]. However, the excitation

of Love waves requires the presence of layers of gradually reducing sound

speed below their propagation surface [120]. Therefore, there exists no reason

for the incident SH wave to excite a Love wave, given that the annulus is

comprised of a single material in the undamaged case, or materials whose

sound speed gradually increases from the inner surface for the damaged case.

As an easy verification of this a source node was placed directly on the inner

surface, which was excited in the out of plane direction. This model indeed

showed no evidence of a Love wave being excited.

4.8 Alternative approach III - noise suppres-

sion methods

The use of noise suppression methods was also briefly considered in this

study. This method works by utilising multiple sources and the principle of

superposition, to suppress an unwanted wave at a desired location. Let us

assume an annulus with two source lines, centred at P and Q as well as two

monitor nodes, located at M1 and M2, as shown in Figure 4.32.

For the particular scenario which the noise suppression attempts to improve

here, the aim is to determine excitation signals, SP and SQ such that the

resulting signals interfere destructively at M1 while preserving a signal of good

quality in M2. The specific location of the suppression point is not important,
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Figure 4.32: Schematic showing the location of the centres of the sourcelines,
P and Q and the locations of the monitor nodes, M1 and M2, for a noise
suppression model

and the location here was selected arbitrarily, without loss of generality. To

calculate SP and SQ, let us assume that initially both sourcelines receive the

same excitation signal S0. This implies that

SPM1P
+ SQM1Q

= M1S0,

SPM2P
+ SQM2Q

= M2S0,
(4.11)

where the subscripts at P and Q at M1 and M2 denote the source from which

the signal has originated. The simultaneous Equations in (4.11) arise from

the principle of linearity i.e. the signal recorded at M1 and M2, multiplied by

the excitation signal, when both sources were excited by S0, should be equal

to the respective product for when each sourceline is excited separately. For

the creeping wave simulations, the desired result is no signal at the outer

surface (M1 = 0), and a well-behaved signal in the inner surface. Let us

denote the latter by X - the simultaneous equations now become
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SPM1P
+ SQM1Q

= 0,

SPM2P

S0
+
SQM2Q

S0
= X.

(4.12)

An annulus with rin = 60 mm rout = 70 mm was used to investigate the

efficacy of this method. The desired location for diminishing the outer surface

wave and retaining a good quality inner surface wave was set to be at θ =

0◦. To determine SP and SQ, two FE models were created with the above

mentioned dimensions, one with a sourceline only at M1 and one with a

sourceline only at M2. For both models S0 (the excitation signal) was set to

be a 5-cycle Hann-windowed toneburst, with a centre frequency of 0.5 MHz.

This allowed for the measurement of M1P
and M2P

for the model where only

source P was used, and for M1Q
and M2Q

for the model where only source

Q was used. Signal X was set to be identical to S0, but time-delayed to

the correct location at M1. This set of simulations subsequently allow the

solution of (4.12) for determining SP and SQ. These signals, after suitable

windowing to remove unwanted noise, are shown in Figure 4.33.

Figure 4.34 shows the resulting wave field at three instances, when the sig-

nals on Figure 4.33 were implemented in an FE model, at their respective

sourceline locations. Subfigure 4.34a shows the wave field prior to the arrival

of the outer surface wave to the 0◦ position, Subfigure 4.34b shows the field

approximately when the outer surface wave is at that position, and finally,

Subfigure 4.34c shows the field at an instance after the outer surface wave has

passed the desired suppression position. By comparing Subfigure 4.34b to the

other two, it is clear that this method had greatly reduced the amplitude of

the outer surface wave.

However, it is also clear that the suppression is far from perfect, and, as shown

before, the amplitude of the leaky wave is two orders of magnitude smaller
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Figure 4.33: Signals SP and SQ, such that when used simultaneously, the
outer surface wave in a pipe with rin = 60 mm rout = 70 mm at the θ = 0◦

position diminishes.

than the outer surface wave - therefore, unless nearly perfect suppression

is achieved, the leaky wave will still not be visible on the outer surface.

Additionally, this method would have to be fine-tuned to each pipe geometry

and inspection location. Such a refinement and geometrical dependence in a

method is potentially impractical in an industrial scenario, and therefore this

method was not pursued further.
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(a)

(b)

(c)

Figure 4.34: Evolution of the x component of the outer surface wave field
as the wave travels along the outer surface of an annulus. The desired sup-
pression area is at the θ = 0◦ in (a) the field is shown prior to the arrival
of the wave at the desired suppression location, in (b) the field is shown at
the suppression location and in (c), the field is shown after the suppression
location. The QR code directs to an animation of this process.
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Chapter 5

Shear waves for assessing the fatigue

state of flat & cylindrical

components

The work in this chapter has been reported in a journal publication [121].

5.1 Introduction & theory

In this chapter, an alternative approach for assessing the fatigue state of

steel pipes is presented, as in Chapter 4 it was demonstrated that surface

wave methods produced unsatisfactory results; here, the use of bulk shear

waves is proposed for such fatigue state characterisations. The initial studies

completed by Granato & Lücke [1,52], regarding the interaction of ultrasound

with dislocations did not consider various wave polarisations, and also used

an idealised “material cell”, where all dislocations lie perpendicular to the

wave polarisation. More recent studies, however, have been able to consider
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multiple wave polarisations and random dislocation forests within a material

cell.

Maurel et al. [2] studied the effect of a single dislocation (either screw or

edge) on the propagation of a shear wave, in a 2D space. This study was sub-

sequently extended by the same authors in [4], where the authors introduced

a forest of random dislocations, again in 2D, deriving expressions for the

changes in speed and the attenuation coefficient of an elastic wave travelling

through them. Here the authors also introduced the idea of an equivalent-

solid, i.e. the replacement of the dislocation-filled material with an equivalent

homogenous dislocation-free one, with altered material properties such that

the effect of the dislocations is expressed via the material alteration. Finally,

the authors in [5] discussed the results from a 3D study, where the effect is

shown on the propagation of an elastic wave with generalised polarisation

due to the presence of a 3D forest of randomly oriented dislocations.

5.1.1 Theoretical motivation

The methods and findings from [5] will be briefly discussed below, as this is

the more generalised study in the series of gradually increasing in complex-

ity results from the same authors as in [5], and therefore the methods and

results are analogous to [2] and [4]. The authors start from the elastic equa-

tion for a solid containing dislocation realisations, and use averaged Green’s

functions and perturbation theory to consider the mean effect of the pres-

ence of multiple dislocation realisations on the mean wavenumber of a wave

travelling over such realisations. The effect of the dislocations is represented

as a perturbation in the constitutive tensor of elasticity (Cijkl) - this is an

alternative approach to that of Granato & Lücke [1], who derived analogous

expressions by considering dislocations as pinned strings with finite mass,

drag and damping. The resulting expressions for the effective wavenumber
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are rather complicated and contain multiple terms which are potentially dif-

ficult to measure in reality, however, under a low frequency assumption, they

reduce to:

∆Cw =
Cwf − Cwh

Cwh
= Zw

µb2

Γ
ΛL2, (5.1)

where Cwh and Cwf are the ultrasonic speeds at the reference and altered

dislocation (and hence in this thesis, fatigued) states respectively, Zw is a

constant depending on whether the incident wave is shear or longitudinal,

and w = L for longitudinal and w = T for shear waves. Also,

Γ =
ρb2

2π

(
1− 1

γ2

)
C2
T ln

(
ε′

ε′0

)
. (5.2)

In Equation (5.2), ε′ and ε′0 are the long and short distance cutoff lengths.

Again, the terms in Equation (5.1) might be difficult to quantify in an indus-

trial inspection, however, an important observation is that the ratio between

the changes in shear and longitudinal wave speed is a constant:

∆CT
∆CL

=
ZT
ZL

, (5.3)

where the change is shear wave speed, ∆CT , is defined as

∆CT =
CTf − CTh

CTh
. (5.4)

Provided that ZT = 4
5π4 and ZL = 16

15π4γ2

∆CT
∆CL

=
3γ2

4
, (5.5)

or, equivalently,
CTf − CTh
CLf − CLh

=
3γ

4
. (5.6)

122



Given that γ is approximately 1.8 for steel, this means that for a given dis-

location state, the changes in speed for a shear wave are approximately 2.5x

bigger than for longitudinal waves, if their speed is measured after they have

propagated through the same fatigue area. This observation has two useful

implications - firstly, if an inspection is completed by using through-thickness

measurements and shear waves, the changes in speed will be amplified by ap-

proximately 2.5 times. Additionally, if those measurements are combined

with analogous longitudinal wave measurements, and the ratio between the

speeds is found to be 2.5 instead of 1, this can distinguish between a reduction

in thickness and a fatigue spot, provided that those are not combined. This is

because a change in thickness would cause the same perceived change in speed

in all types of through-thickness waves, and thus the ratio would be equal to

1. However this is a preliminary observation; it would require more work to

pursue this as a viable approach for thickness-variation inspections

5.1.2 EMATs for CT measurements

EMATs work by utilising the principles of electromagnetic theory. A

schematic of an EMAT, showing its basic components is shown in Figure 5.1

- it is worth noting that Figure 5.1 shows an exemplar setup of an EMAT,

and that multiple other configurations exist.

As shown in Figure 5.1, EMATs are comprised of a permanent magnet and a

conductive coil which is located below the magnet. There are three methods

in which an EMAT is able to create ultrasonic waves - the magnetisation force,

magnetostrictive phenomena, and the Lorenz force [122]. The magnetisation

force is the stress created to a magnetised material, when also influenced

by the presence of an external magnetic field. When this field is periodic,

the stress is subsequently periodic, leading to the creation of an ultrasonic

wave. Magnetostriction is the phenomenon in which an external magnetic
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Figure 5.1: Schematic of the basic components of an EMAT. The red and
blue areas denote the north and south pole of a permanent magnet, below
which the cross section of a copper coil is shown. The directions of the current
and magnetic field are denoted as ◦ for out of the page and × for into the
page. The casing of the EMAT is denoted by the dashed line.

field forces the magnetic domains inside a material to align, causing strain on

its surface. This strain-disturbance then propagates through the thickness

of the material in the form of a wave [123]. However, it has been shown

that in steel, the Lorenz force mechanism is the dominant driving force for

the creation of ultrasonic waves [124, 125]. This is also shown in Figure

5.1 - when an alternating current flows through the coil, it generates eddy

currents on the surface of a material. Those eddy currents interact with the

magnetic field from the permanent magnet, with this interaction manifesting

as a Lorenz force acting on the electrons of the material. If the eddy current

density is denoted by J and the permanent magnet’s field density by B, the

Lorenz force density, FL can be found using Equation (5.7).

FL = J×B. (5.7)

The now disturbed electrons interact with the rest of the material causing a

through-thickness disturbance [126].

EMATs are therefore capable of generating through-thickness shear waves

that reverberate between the walls of a material. The echoes created by the

reverberation allow us to measure the speed of these waves, and subsequently,
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any effect that a fatigue zone has on it. Although the phenomenon of shear

waves creating larger frictional forces and hence being able to more easily

force dislocations to oscillate has been experimentally verified in past stud-

ies [127], to the author’s knowledge, through-thickness measurements have

not been used for fatigue state characterisation via C-scanning. Such maps

are however desirable for fatigue state assessments, as they provide a visual

verification of the presence of a fatigue area, which would not be possible

with a few point measurements, leading to potential errors especially in the

CLh value. Such a speed C-Scan is currently very difficult to achieve with

conventional piezoelectric contact transducers.

Here an alternative approach to create CT C-scans was utilised - the use of

shear wave generating EMATs mounted on a specialised frame, which is able

to move them in pre-defined increments, similarly to how immersion trans-

ducers move in an immersion tank. The next section presents how this setup

can be used to achieve CT scans for the Trueflaw plates to verify the the-

ory in Equation (5.3). Following this verification, some findings in extending

this method to curved surfaces are presented, as an alternative method to

creeping waves to increase the change in speed.

5.2 Shear waves for fatigue characterisation

of plates

5.2.1 Experimental methods

Initially, at attempt was made to to replicate the longitudinal wave C-scans

in Chapter 3 using shear waves. Shear wave speed C-scans, using contact

transducers, are far from straightforward to achieve. Longitudinal wave C-

scans are significantly easier to obtain due to the fact that water can support
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such waves and hence immersion tanks can be used in combination with a

stepper controller, as described in Chapter 3, to achieve these results. The

requirement of high-viscosity coupling for standard piezoelectric shear wave

transducers prohibits the use of such a continuous-motion setup, and also,

the couplant adversely affects the signal quality and repeatability of measure-

ments.

As explained in the previous subsection, EMATs do not require any me-

chanical coupling to produce ultrasonic waves inside a material, contrary to

pieazoelectric transducers. Hence, they can be used for the creation of shear

wave C-scans, analogous to the ones created by an immersion tank with the

use of a suitable setup. In this study here, a 3-axis frame controlled by step-

per motors was utilised for the creation of such C-scans. The EMAT was

mounted on a bespoke holder, and the frame allowed for controlling the x, y

and z coordinates of the EMAT, similarly to the frame used for the longitu-

dinal waves measurements. A schematic of the experimental setup is shown

in Figure 5.2

Prior to the generation of C-scans, the ability of the EMAT to produce a

signal strong and clean enough for repeated speed measurements was inves-

tigated. For this investigation, a 2.25 MHz EMAT was used with a circular

Printed Circuit Board (PCB) coil, which was produced by the NDE lab at

Imperial College [126,128]. An example of the signal produced by this EMAT

is shown in Figure 5.3. The signal was obtained by placing the EMAT on an

8 mm thick steel sample, and recording the back wall echoes from it. Each of

the peaks of the wavepackets in Figure 5.3 represents a back wall reflection.

The signal in Figure 5.3 appears to have distinguishable peaks and there-

fore can be used for speed measurements. The EMAT is also able to record

multiple reflections, allowing for averaging of CT values if desired.

To investigate the repeatability of the speed measurements from the EMAT,
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Figure 5.2: Experimental setup used to obtain shear wave C-scans. The
EMAT is excited by a Handyscope, and its position is controlled through a
3-axis stepper motor frame.

it was placed at an arbitrary point on the steel plate, from which 100 signals

were acquired. Using the same autocorrelation method presented in Chapter

3, 100 CT values were obtained, the variation of which is shown in Figure

5.4.

From the data shown in Figure 5.4 it appears that the EMAT is performing

well - the mean CT value is 3331.1 m/s, and the maximum variation from

the mean is 0.012%, which is far smaller than the expected changes in speed

due to fatigue. Therefore, this rendered this EMAT suitable for fatigue state

investigations.

As a final check of any potential error sources in this method, 50 CT measure-

ments were taken at a single point, but the EMAT was removed and replaced

by hand at the same position between each measurement. This allows for the

assessment of any errors associated with placement and misaligment of the

EMAT. The results are shown in Figure 5.5.
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Figure 5.3: Example of the signal obtained from the EMAT, with a centre
frequency of 2.25 MHz.

As shown in Figure 5.5, the variation in speed is small - the maximum ab-

solute deviation from the mean CT value of 3150.3 m/s is 0.014%. This

variation is again far smaller than the expected ∆CT values. Both variations

are an order of magnitude smaller than the expected variation in speed due

to fatigue, rendering therefore the EMAT suitable for such measurements, at

least in this present context which is believed to be appropriate to inspections

in the electric power generation industry. These results are an indication that

shear waves generated by EMATs are of similar quality to those obtained from

the more established immersion testing, which gives the best performance for

longitudinal wave measurements.

5.2.2 Results & discussion

To obtain CT C-scans for the flat samples, the frame controller was pro-

grammed to move the EMAT in 0.5 mm steps, starting from the bottom left

of the fatigued plate, and ending at the top right. The scanning direction
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Figure 5.4: Variation of CT on a fixed arbitrary point on a steel plate, ob-
tained by processing the signal from the EMAT in Figure 5.3.

Figure 5.5: Variation of CT when the EMAT was removed and replaced on
the same point of a steel plate.
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was alternated between the positive and negative x direction for each new

line. For each point, the signal was recorded and the CT value at the par-

ticular point was calculated, allowing for the creation of CT C-scans for all

fatigued plates, similar to the ones obtained using the immersion tank and

longitudinal waves. The results are shown in Figure 5.6.

The presence of a low CT area is evident in the C-scans of all the plates

apart from the reference one. The area is circular in shape as expected, and

additionally, each subfigure shows some of the same speed features present

in its respective CL map, increasing the confidence in the reliability of this

scanning technique. To illustrate this, and for the convenience of the reader,

Figure 5.7 shows both the longitudinal and shear wave speed maps of plate

93.

Multiple common features can be seen when comparing subfigures 5.7a and

5.7b. For instance, a high speed area is evident at both C-scans at the top

right corner. The lowest speed area is located on the left quadrant of the

fatigue spot, and finally, the healthy region appears to be “faster” in the

bottom half of the C-scan. Analogous features, such as the small high speed

spot in the middle of the fatigue spot for plate 99, and the “breakage” of the

fatigue spot of plate 84 into 2 smaller fatigue areas can be seen across the

comparison of each plate’s CL and CT C-scans.

The CT C-scan of plate 00 in subfigure 5.6f has a very useful implication in

assessing the level of accuracy in speed measurements of the method presented

in this chapter, to the more established CL measurements using an immersion

tank presented in Chapter 3. In subfigure 3.8f, the mean CL value is 5828.2

m/s and the standard deviation is 2.48 m/s, which is equal to 0.042% of the

mean CL value. The analogous CT scan in subfigure 5.6f has a mean CT value

of 3158.7 m/s with a standard deviation of 1.47 m/s, which is equal to 0.047%

of the mean CT value. The proximity of the normalised standard deviation of
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(a) (b)

(c) (d)

(e) (f)

Figure 5.6: CT C-scans maps, obtained by 0◦ EMAT raster scanning. The
results are presented in decreasing fatigue order, with subfigures (a)-(e) cor-
responding to plates 93, 99, 04, 91 and 84 respectively. Finally, Subfigure (f)
corresponds to the reference plate (plate 00). Each plate is approximately 100
mm × 100 mm in size, and the fatigue spot has a diameter of approximately
50 mm.
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(a) (b)

Figure 5.7: Longitudinal (a) and shear (b) wave speed C-scans of plate 93.
Subfigure (a) is a repeat of subfigure 3.8a, and subfigure 5.7b is a repeat of
subfigure 5.6a. Here, the colourbar scales have been adjusted, compared to
the original subfigures, to allow for better visualisation of the speed features.
The plate is approximately 100 mm × 100 mm in size, and the fatigue spot
has a diameter of approximately 50 mm.

the two scanning methods further increases the confidence in the shear wave

scanning frame, as it shows that on a reference plate, where a more significant

part of the variation in speed comes from potential equipment/processing

errors rather than the specimen itself, the fluctuations in speed are very

similar to what is achievable by immersion scanning.

For calculating the ∆CT value, an analogous technique to the calculation

of the ∆CL value was used. Similarly to the longitudinal wave C-scans, a

healthy area was selected in each subfigure of Figure 5.6, from which the

average speed value was used as the CTh for that particular plate. The CTf

was again defined as the area of minimum speed inside the fatigue spot.

A plot showing the variation of the ∆CT value as the UF increases is shown

in Figure 5.8. Again, the percentage change in shear wave speed, ∆CT (%) =

∆CT × 100 is plotted. The change in shear wave speed is still monotonic as

fatigue progresses. Also, the shape of the graph in Figure 5.8 resembles that of
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Figure 3.8, where the segment joining the most and second-to-most fatigued

points exhibits a sharper increase in gradient. However, the magnitude of the

changes is noticeably larger for shear waves, as supported by the theory [5],

and the justification obtained with the aid of EBSD imaging in Chapter

3.

Figure 5.8: Evolution of the change in shear wave speed, ∆CT , with an
increase in UF. An increase in UF implies an increase in the number of cycles
to which a material has been subjected, therefore, the monotonic nature of
this figure shows that as fatigue progresses, the propagation speed of a shear
wave reduces.

Each ∆CT value was then divided by the respective ∆CL in Figure 3.9,

with the ratio being plotted in Figure 5.9. For the particular plates used

in this study, CL was found to be equal to 5824.4 m/s and CT to be equal

to 3154.7 m/s from the mean of the five CLh and CTh values respectively.

Therefore, from Equation (5.5) the theoretical value of this ratio is expected

to be approximately 2.56. The mean value of ∆CT/∆CL in Figure 5.9 is

2.05 - however, it appears that all but the last point have a ∆CT/∆CL value

of 2 or more. Again given that it had previously been observed that the
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Figure 5.9: Variation of the ∆CT (%)/∆CL(%) with the UF.

results from this particular plate also do not match the FE simulations, and

also that the UF of this plate is close to the crack formation stage [20], it

is potentially sensible to disregard the last point - this increases the value

of the ratio to 2.17, which is closer to the theoretical value. It is also worth

noting that, even when disregarding the last point in Figure 5.9, there still

appears to be some variation of the ∆CT/∆CL value, even though Equation

(5.5) suggests that this value should remain constant. This can potentially

be attributed to two reasons; first, experimental errors which affected the

∆CL or ∆CT values, and also, any secondary effects which fatigue causes on

the propagation speed of ultrasonic waves which can not be attributed to the

evolution of the dislocation state of the material and hence are not captured

by the theory in [1–5].

Additionally, in Figure 5.9 the ∆CT/∆CL values were calculated for the

maximum reduction in speed - however, the theory in Equation (5.5) would

hold true regardless of which comparison point is selected. Therefore, both
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CL (Figure 3.8) and CT (Figure 5.6) maps were converted into ∆CL and ∆CT

maps respectively, which were subsequently divided to get a ∆CT/∆CL map

for each plate - an example of such a map, showing the ∆CT/∆CL map of

Plate 99 is shown in Figure 5.10.

Figure 5.10: ∆CT (%)/∆CL(%) C-Scan of plate 99, obtained by converting
Figures 5.6b and 5.6b into percentage change in speed maps, aligning them
and dividing each point.

There are a few interesting features in Figure 5.10. Firstly the value of

the ratio inside the fatigue spot is always greater than 1, with most areas

having a value of this ratio being approximately equal to 2. Additionally,

the large blue and yellow areas show that good values for CLh and CTh had

been selected - this is because those areas are in the healthy region, and

therefore ∆CT/∆CL = 0/0 which yields very large positive or negative values

depending on the sign of the small difference between the value at each of

the points in the healthy area and CLh or CTh. A similar effect can be seen in

the middle of the spot. However, this is possibly the result of uneven fatigue,

because as shown both in Figures 3.8b and 5.6b, there is indeed an area of

higher speed roughly in the middle of the fatigue spot, potentially indicating
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uneven heating of the plate. Finally, an area where the ∆CT/∆CL value is

approximately equal to one is shown at the bottom left corner of Figure 5.10,

which is located at the same location as the low speed area in Figures 3.8b

and 5.6b. This is potentially a very good example of how this method was

able to distinguish between fatigue and change in thickness - given that both

CL and CT maps show a low speed area at the bottom right, but the ∆CL

and ∆CT values approximately equal one, and not 3γ2/4. As it is already

known that no other fatigue damage exists on any of the plates, this value of

the ratio implies the presence of an area with altered thickness.

Therefore, two important findings here have been presented here. Firstly, that

through-thickness shear wave C-scans can be used for fatigue detection, with

the aid of a suitable setup, showing clear visual indications of fatigue which

manifest as a change in the propagation speed of the shear wave. The theory

suggests that these changes are 3γ2/4 times (which is approximately equal to

2.5 times) greater than those observed using longitudinal waves, something

which was verified here. This has a useful implication where longitudinal and

shear waves scans can be completed on the same component, as it allows the

distinction between changes in speed caused by pure thickness changes and

pure fatigue damage.

5.3 Shear waves for fatigue characterisation

of pipes

In the previous section it was demonstrated how through-thickness shear

wave speed measurements can be used for fatigue state characterisation of

flat samples. This was a useful verification, allowing the expansion of this

method to other fatigue scenarios. The aim here was to extend this method

to pipe geometries, since the obstacles of using creeping waves have already
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been demonstrated in Chapeter 4.

5.3.1 Experimental methods

For this investigation, a pipe containing two fatigue spots was used, which

were fabricated by Trueflaw using the same method for making the fatigue

spots on the plate samples. One spot has a UF of 0.8 and the other spot has

a UF of 0.24. The pipe has an inner radius of 98 mm, a wall thickness of 7

mm and an axial length equal to 200 mm.

First it was necessary to establish whether the EMAT used in the previous

section would be able to produce accurate enough CT measurements on the

curved surface of the pipe. To assess this, the same technique was followed,

where the EMAT was positioned on a fixed point and 100 CT measurements

were obtained at that particular point. The variation of the speed in this

experiment is shown in Figure 5.11.

Figure 5.11: Variation of CT on a fixed point on a steel pipe, obtained by
using the signal from a flat EMAT.
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From the data shown in Figure 5.11 it appears that the EMAT is performing

very well - the mean CT value is 3333.1 m/s, and the maximum variation

from the mean is 0.029%, which is larger than the variation on the flat plates,

however, it still remains approximately one order of magnitude lower than

the expected changes in speed due to fatigue. Therefore, this rendered this

flat EMAT suitable for fatigue state investigations on the pipe sample.

Following this verification, the pipe was placed on an indexing head, below the

scanning frame setup. A photograph showing this setup is shown in Figure

5.12. The indexing head is a device which is usually used for indexing pipes in

workshops, by allowing the operator to turn the pipe by the desired number

of degrees accurately. The frame was programmed to move in the positive

y direction while taking CT measurements in 2 mm intervals, pause at the

end of the pipe, and then move in the negative y direction again taking CT

measurements every 2 mm. During the pause, the pipe was rotated manually

by 1◦. This semi-automated method allows for the creation of CT C-scans

for the pipe, which would not have been possible otherwise.

5.3.2 Results & discussion

The fatigue spots are positioned towards the left hand end of the pipe in

Figure 5.12 - therefore, the EMAT’s starting position was selected to be

just to the left of the polished area in the pipe in the same figure. The

EMAT completed line scans, alternating between the positive and negative y

directions, until sufficient pipe area had been scanned. The resulting C-scan

is shown in Figure 5.13.

As shown in Figure 5.13, both fatigue spots are clearly visible. It is also

very clear that the left fatigue spot corresponds to a lower UF, as denoted

by the lower CT values in its vicinity. In terms of change in speed, the

∆CT value for the left spot is -0.24% and for the right spot is -0.38% ,
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Figure 5.12: Setup used for obtaining a CT C-scan of the area around the fa-
tigue spots in the pipe shown. The EMAT, which is mounted on the scanning
frame can move in the axial direction, while the pipe can be manually rotated
using the indexing head each time the EMAT finishes the measurements on
one line, to achieve a semi-automated C-scan.

calculated using the same approach of defining a healthy and a fatigued area.

It also appears that the low CT spots “leak” outside their boundaries. This

potentially indicates that heat was leaking from the heating element, used to

create the fatigue spots on the inner surface of the pipe, to the rest of the

pipe during the fatiguing process. This is potentially due to the curved nature

of the surface, as it is more prominent in the circumferential direction, and

the associated difficulty to get a complete seal between the heating element

and the material. The leakage is more prominent on the high UF spot.

This could be attributed to two reasons - first, the higher number of cycles

allows for more opportunities for heat to escape the designated fatigue area.

Additionally, on the right-hand side of this fatigue spot, Trueflaw has created

a third fatigue area which further increases the possibility of heat to leak in

the region between the two spots. This third spot is not shown in Figure

5.13 as recording EMAT signals of adequate quality was not possible, due
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Figure 5.13: CT C-scan of the area containing the fatigue spots, obtained by
scanning the pipe shown in Figure 5.12. The size of the area scanned here is
approximately 150 mm × 100 mm.

to that sample already having identifiable cracks, the presence of which had

been reported by Trueflaw.

Again, it appears that an increase in fatigue cycles results in an increase in

the magnitude of the ∆CT value. In terms of comparison with the previous

results, the graph in Figure 5.8 predicts a ∆CT value of approximately -

0.3% and -0.4% for UF values of 0.24 and 0.80. It appears that there is

a good match at the high UF value, but a poorer match for the low UF

value. Here, it is worth re-iterating that even though the changes in speed

are monotonic, past studies have shown that even very small changes in the

chemistry of the steel result in greatly different ∆C plots. Trueflaw does

not disclose any information about the chemistry of the steel. Therefore, it is

suggested that the absolute ∆CT values are so sensitive to even small changes
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in the concentration of the different elements in steel, that a comparison

between the plate and pipe results is not potentially meaningful, and that

these discrepancies could be attributed to potential changes in the steel’s

chemistry.

5.3.3 Potential extension to pipes with larger curva-

tures

In the previous subsection, the ability to obtain a CT C-scan of a pipe with

the aid of an indexing head and a flat EMAT was presented and discussed. A

flat EMAT was used in the particular pipe geometry, since it was previously

established that the accuracy of the shear wave measurements was not com-

promised to the point where it introduced an unacceptable uncertainty in the

measurements. However, it was observed that the maximum variation in the

CT measurements from their mean value increased from 0.012% to 0.029%,

implying that if it is desirable to obtain CT C-scans on a pipe with smaller

inner and outer diameters, and hence larger curvature, there is a possibility

that a flat EMAT will not be able to produce results which are of acceptable

precision.

To mitigate this, a prototype of an EMAT whose bottom surface was curved

to match the curvature of the particular pipe in this study was constructed

- this was achieved by using additive manufacturing techniques. As shown

in Figure 5.14 all the surfaces of the EMAT were manufactured in the usual

way, apart from the bottom surface which was designed to fit the curvature

of the pipe sample.

An example of the signal obtained using this EMAT prototype is shown

in Figure 5.15. The signal has a similar signal-to-noise ratio as the signal

in Figure 5.3, and the peaks are distinguishable for the purposes of speed
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(a) (b)

(c) (d)

Figure 5.14: Computer-Aided Design (CAD) schematic of the curved surface
EMAT prototype. The schematic was created using SolidWorks (Vélizy-
Villacoublay, France). Subfigures (a)-(d) show the front, side, back and bot-
tom views of the EMAT respectively.
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measurements. The variation in the amplitude is potentially the result of a

focusing effect, caused by the curved nature of the pipe surface.

Figure 5.15: Example of the signal obtained from the curved EMAT proto-
type, when placed on the pipe sample shown in Figure 5.12.

To compare the performance of this EMAT with the flat version on the curved

surface of the pipe, the same accuracy test as before was completed, in which

100 CT measurements were taken from a single location on the pipe. The

variation of the shear wave speed using the curved EMAT is shown in Figure

5.16.

In Figure 5.16, the maximum variation of the speed from the mean CT value

is 0.027%, which not only meant that this EMAT is suitable for fatigue state

assessment measurements, but is already a small improvement compared with

the accuracy of the flat EMAT, on this particular pipe geometry.

One additional test was completed to compare the performance of the curved

prototype to the flat EMAT. A healthy area on the pipe was selected, and

a B-scan was performed from that point to the end of the pipe. This line
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Figure 5.16: Variation of CT on a fixed point on a steel pipe. The mea-
surements were taken using a 2.25 MHz EMAT prototype, with a curved
surface.

scan was repeated 5 times for each of the flat and curved EMATs, and the

resulting speed values were averaged for each point of measurement along the

B-scan. A comparison of the variation of the shear wave speed across this

arbitrary line is shown in Figure 5.17.

It appears that both EMATs yield similar results - initially there is an increase

in shear wave speed which is followed by a sharp drop. After this area of

fluctuation, CT remains approximately constant towards the end of the scan.

The mean difference between the curved and flat EMAT results is 1.32 m/s,

which is less than 0.05% of the mean CT along this particular line. It is worth

re-iterating that this B-scan was completed along a healthy line, and any CT

variation observed in Figure 5.17 is a result of thickness fluctuations and not

fatigue.

Therefore, this curved EMAT prototype is able to replicate the results of
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Figure 5.17: Comparison of the variation of CT along a healthy axial line of
the pipe specimen, between the flat and curved EMATs.

the flat EMAT, with an error smaller than 0.05%, and also exhibit a small

increase in accuracy. There is definitely scope for improvement, if in the

future it is desirable to inspect pipes for which the flat EMAT can not be

used reliably. The most important change would be to use a flexible PCB

coil instead of manually winding the main coil of the EMAT, to avoid coil

overlap and potential fluctuations between the distance of each layer of the

coil. Additionally, the positioning and strength of each permanent magnet

of the EMAT is important in achieving the best signal to noise ratio. In

terms of pipes with larger dimensions, flat EMATs can be used reliably as it

was demonstrated that the loss in accuracy is far smaller than the expected

changes in speed that are to be measured.
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5.4 Thickness considerations

The fatigue state assessment presented in this chapter involves the use of

through-thickness measurements, and therefore accurate knowledge of the

thickness of a component is crucial in calculating the ∆CL and ∆CT values.

It is however possible that for real components their thickness is not constant

and varies randomly.

In these cases, the method presented here requires an additional step to be

implemented. It becomes necessary for reference time-of-flight measurements

to be taken prior to the component beginning its service life. Such measure-

ments should be taken at arbitrary areas for components where fatigue is

expected to be uniform, and at susceptible areas in cases where fatigue is

expected to be concentrated at specific regions. Equations (3.20) and (5.4)

can be easily converted to their equivalent time-of-flight form:

∆CL =
CLf − CLh

CLh
=
tLh − tLf
tLf

, (5.8)

∆CT =
CTf − CTh

CTh
=
tTh − tTf
tTf

, (5.9)

where tLh and tLf are the healthy and fatigued longitudinal wave time of

flights, and similarly for tTh and tTf for shear wave time of flights. In all mea-

surements in this thesis a constant healthy speed for the ∆CL and ∆CT mea-

surements (and thus constant healthy time-of-flight values) was assumed for

each component. However, when a reference time-of-flight map is available,

each point on a time-of-flight map obtained after a component has started its

service life should be compared against its respective point in the reference

rather than an average. Such a comparison not only provides more accurate

C-scans, but also solves the issue of the unknown variation in thickness. This

does make an assumption that the thickness will not change throughout the
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component’s life, however, the typical damage mechanisms for applications

where fatigue is important do not include ones which cause wall loss, such

as corrosion or erosion, for the current context of interest for nuclear power

plant components

Demonstrating the effectiveness of this additional step for components of

unknown thickness variation would require the generation of such a map prior

to purposely fatiguing the sample for a few thousand thermal cycles. Due to

time restrictions this was difficult to achieve in the timescales of a doctoral

project. Therefore, a simple numerical verification is presented below.

Let us assume, without loss of generality, that in Figure 5.18, tTh was obtained

for a flat plate, with a thickness of 10 mm and CT = 3000 m/s. This map was

created by visualising a matrix containing the suitable tTh values in Matlab.

As shown in Figure 5.18, the map contains a low tTh square in its middle,

which can be thought of as an area of reduced thickness. The tTh values in

this square were defined to be 10% higher than the expected tTh value, which

is equivalent to an 11.11% increase in CT as per the definition of ∆CT .

Let us also assume that the same area has been subjected to fatigue dam-

age, causing the shear wave speed to reduce by 0.3%. This is equivalent to

multiplying all the values in the low tT area in Figure 5.18 by 0.997.

Now, for converting the tTh map in Figure 5.18 into a ∆CT map - if the

reference scan had not been obtained, one would assume tTh = 3.33 µs for

the entirety of the plate, which would yield the ∆CT the C-scan shown Figure

5.19.

As shown in Figure 5.19, an area of altered ∆CT is present - however, the

reduction in thickness has completely diminished the effect of the fatigue.

This is expected, as the reduced tTh region would increase CT by a factor

of 1.11, while the fatigue would reduce it merely by 0.997. As a result, the
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Figure 5.18: tTh map of a flat plate, containing an area with increased thick-
ness and hence reduced tTh values.

Figure 5.19: ∆CT map of a flat plate, containing an area with increased
thickness, obtained by assuming tTh = 3.33µs
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Figure 5.20: ∆CT map of a flat plate, containing an area with increased
thickness, obtained by using Figure 5.18 as a reference scan for the plate

total change in speed would be equal to a factor of 1.1078 (equivalent to

10.78%).

However, if each point in the C-scan is compared against its respective one

in Figure 5.18, the C-scan in Figure 5.20 is obtained, which indeed reveals

the correct ∆CT value.
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Chapter 6

Attenuation of Rayleigh waves due to

surface roughness

The work in this chapter has been reported in a journal publication [98].

6.1 Introduction

When using surface waves to assess the fatigue state of engineering compo-

nents, it is possible that the wave might be attenuated by other reasons, such

as surface roughness, which could lead to erroneous UF predictions. Surface

roughness may be inherent to the surface, as a result of its manufacturing

technique, and can also gradually be amplified due to the operating condi-

tions of a component. As a result, it is necessary to understand the effects

of surface roughness on the attenuation of Rayleigh waves, to separate that

effect from attenuation due to fatigue.

All real surfaces unavoidably possess a degree of roughness [129]. The atten-

uation of Rayleigh waves due to the presence of this surface roughness has
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been well studied analytically, however, it has proven difficult to experimen-

tally validate the existing theory over a wide range of roughness parameters.

This is either because the regions which fulfil the required mathematical as-

sumptions are difficult to reproduce in the physical world, or because the

attenuation values predicted by the theory would render the waves unde-

tectable in an experimental investigation.

Early experimental work on the attenuation of Rayleigh waves includes the

study by Salzmann et. al [130], where the authors used lasers to measure

the effects of frequency and temperature on the attenuation of Rayleigh

waves when propagating over quartz crystals. This was followed by the

study from Maris [131], where the author considered crystallographic sur-

faces of arbitrarily-oriented crystals, and derived analytical expressions for

the attenuation of Rayleigh waves travelling over them, with temperature

and viscosity effects also being considered. Further experimental studies on

quartz attenuation include the work of Daniel & de Klerk [132] and Gibson &

Meijer [133], while the author in [134] measured the attenuation of Rayleigh

waves in a superconducting Pb film. However, all of these studies focused

on specific attenuation phenomena and did not take into account the explicit

effect of roughness, which would cause attenuation even at perfect, lossless

materials.

Some of the first analytical expressions for the attenuation of Rayleigh waves

from rough surfaces come from Urazakov & Fal’kovskii [135]. The authors

utilised the solutions to the Rayleigh equation [136] and obtained expressions

for the attenuation by extending the stress free boundary condition from a

flat to a rough surface. Maradudin & Mills used two statistical parame-

ters, the root-mean-squared (RMS) height, δ, and the correlation length, Λ

to characterise rough surfaces, and utilised a Green’s function approach in

solving the relevant Rayleigh equations to obtain expressions for the atten-
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uation [137]. Both studies were completed in three dimensions, and consid-

ered low-roughness (δ/Λ < 0.3), and both predicted that the attenuation is

proportional to the fifth power of the frequency in the low frequency limit.

Additionally, Maradudin & Mills demonstrated that the attenuation is pro-

portional to δ2 in the same limit. Subsequently to these studies, Eguiluz

& Maradudin [138] published updated analytical expressions, which took

into account the attenuation caused by the scattering of Rayleigh waves

into bulk waves, which both confirmed the f5 proportionality in the low fre-

quency limit, but also derived a proportionality of the attenuation to δ2/Λ2.

At the same time, studies were also completed for other types of surface

waves [139,140].

More recently, Kosachev & Gandurin [141] studied the attenuation caused by

the rough surface of a hexagonal, anisotropic crystal at a generalised crys-

tal orientation, to expand on the isotropic case studied in [138] - with their

generalised, anisotropic results reducing to the same f5 relationship when

the anisotropic terms are ignored. Finally, Chukov used the Rayleigh-Born

approximation in the low frequency limit as an alternative to the small pertur-

bation method in [138], arriving at the same power relationships, while also

deriving expressions for the relationship between the attenuation coefficient

and δ, Λ and f , in two-dimensions.

Here it is worth observing that the theory is restricted to specific δ, Λ and

λR combinations, and particularly those belonging to the very low frequency

Rayleigh regime (λR � Λ). Additionally, there is little experimental valida-

tion of the theory. Therefore, the above-mentioned considerations motivate

two research problems which this study attempted solving - firstly, to create

an FE model to validate the existing analytical expressions in the Rayleigh

region, as an accurate alternative to experimental measurements, and sec-

ondly, to extend the results, by FE modelling, to other more practically
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useful scattering regimes and statistical parameter combinations. Finally,

the aim was to create a unified approach in studying the phenomenon of

rough surface scattering, where the results can be obtained using the same

FE modelling philosophy, removing the need to use different mathematical

tools and assumptions in different scattering regimes and roughness severity

scenarios.

To obtain a statistically meaningful attenuation result from FE modelling it is

necessary to average over a large number of attenuation values obtained from

statistically identical surfaces for each δ, Λ and f combination. Accurate

modelling also requires a model large enough to accommodate a suitable

scattering distance. The theory presented above has been derived in three-

dimensions, however, simulating multiple combinations of δ, Λ and f would

incur significant computational burden. Therefore, this study was completed

in two-dimensions, with the results also providing useful implications for the

3D theory. This is because the mathematical approach and methods used

for the derivation of the 3D theory are identical for 2D - namely, Huang

& Maradudin [142] used the same small perturbation approach to conclude

that in the low frequency limit, the attenuation is proportional to δ2Λf4.

The same relationship was also derived by Chukov, under the Rayleigh-Born

approximation [143].

Following the validation of the theory in the Rayleigh regime, this study

looked at validating the theory in the two other scattering regimes, the

stochastic (λR < Λ) and geometric (λR � Λ). To the author’s knowledge,

the theory about the attenuation of Rayleigh waves due to surface roughness

is very limited in this regime. Therefore, a useful analogous study was used

to aid the investigations. The authors in Van Pamel et al. [144] studied the

attenuation behaviour of an elastic wave, where the scattering occurred due

to the inhomogeneous nature of the medium i.e. the waves would attenuate
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due to the presence of grain boundaries inside the model. This is analogous

to the study here, as the wave’s motion is still impeded by an obstacle whose

statistical size determines the attenuation behaviour. The authors also com-

pared this behaviour between 2D and 3D scattering. In the Rayleigh regime,

the authors found a reduction of the power dependence of the attenuation

from f5 to f4, which is consistent with [143] , [142], and [145]. In the stochas-

tic regime however, there was no change in the power dependence between

the attenuation coefficient and the statistical parameters of the grains, re-

gardless of the number of dimensions. Therefore, for the stochastic regime

in surface roughness scattering, it is suggested that the 3D power relation-

ship derived by Kosachev et. al. [146] also holds true in two dimensions and

the attenuation is expected to vary with δ2Λ−1f2. This power relationship

is also inferred in [142] and is discussed in more detail below. Finally, for

the geometric regime, it is already known that the attenuation is frequency

independent [144,147], however, it remains relatively unexplored in the liter-

ature.
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6.2 Theory

Here, the theory relating to this study is presented. The theory is split into

two distinct categories. In Section 6.2.1 the theory related to the characteri-

sation and generation of random, statistically rough surfaces is presented, and

in Section 6.2.2 the equations relating both to the absolute and asymptotic

attenuation expressions are presented and discussed.

6.2.1 Rough surfaces

An important parameter to characterise a rough surface is its δ value. This

is a measure of the height variation of the rough surface, relative to a flat

surface. Let x be the direction along which the surface lies, and z be the

direction perpendicular to this. Also, let h be the shortest distance between

any point on the rough surface and the reference surface at z = 0. In this

case, the profile of the rough surface can be described by

z = h(x). (6.1)

Here, rough surfaces with a mean height variation of zero were used, i.e.

< h >= 0, where the angle brackets denote the ensemble average value of

the quantity in their argument. For surfaces with < h >= 0, the RMS height

can be calculated from:

δ =
√
< h2 >. (6.2)

For characterising the lateral spacing between the peaks and valleys of a

rough surface, the correlation length, Λ was used, which is formally defined

as the distance over which the correlation function drops to 1/e from its initial

value. The correlation function, C(R), for two points spaced by R is defined
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as:

C(R) =
< h(x)h(x+ R) >

δ2
. (6.3)

Here, a Gaussian C(R) was chosen:

C(R) = exp

(
−R2

Λ2

)
. (6.4)

A Gaussian C(R) was not only chosen because it has been widely studied and

is well understood [129, 148, 149], but also because it has been shown that

such roughness can occur naturally [150,151]. This means that the choice of

Gaussian roughness does not restrict the analysis to an idealised domain.

As described in Section 6.1, multiple simulations at each set of statistical pa-

rameter combinations of interest have to be conducted to obtain a meaning-

ful attenuation value. To achieve this it was necessary to generate multiple

random rough surfaces and the moving average method presented in [129]

and [148] was utilised. Under this approach, the random rough surface was

generated as follows: first a number of pseudo-random numbers, with Gaus-

sian distribution was generated using Matlab, and the moving average ap-

proach in [129, 148] combined with Equations (6.2) and (6.4) transformed

these into correlated numbers, corresponding to distinct h(x) points to cre-

ate a rough surface with the desired δ and Λ.

Figure 6.1 shows the effect of varying δ in random rough surfaces, which

have been derived with the method described above. Figure 6.2 shows the

effect of varying Λ in random rough surfaces. In all examples, the respective

histogram is shown, showing the distribution of the discrete z values of each

rough surface

As shown in Figure 6.1, doubling the δ value while keeping Λ constant has

the effect of generating higher peaks and lower valleys in the rough surface,
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(a) (b)

(c) (d)

Figure 6.1: Comparison between the height profiles and the height distribu-
tions of two random rough surfaces with the same Λ (400 µm) and differ-
ent δ. In (a) and (b), the height profile of surfaces with δ = 100 µm and
δ = 200 µm is shown respectively. The histograms in (c) and (d) show the
height distribution of the points comprising the rough surfaces in (a) and (b)
respectively.
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(a) (b)

(c) (d)

Figure 6.2: Comparison between the height profiles and the height distribu-
tions of two random rough surfaces with the same δ (100 µm) and different
Λ. In (a) and (b), the height profile of surfaces with Λ = 200 µm and
Λ = 400 µm is shown respectively. The histograms in (c) and (d) show the
height distribution of the points comprising the rough surfaces in (a) and (b)
respectively.
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while keeping the spacing between the approximately constant. In Figure 6.2,

where δ is kept constant at 200 µm and Λ is halved, it can be seen that this

has the effect of keeping the height variation approximately the same, but

the spacing between each peak and valley is reduced. Finally, with respect to

all the histograms in Figures 6.1 and 6.2, it can be seen that the distribution

of the height points is approximately Gaussian, with a mean of zero, which

is consistent with the choice of C(R) and reference surface height.

6.2.2 Absolute attenuation coefficient values

Starting from the theory in [138,142], the usual dispersion relationship, for a

Rayleigh wave propagating on a flat surface of an isotropic material is

ω = CRq, (6.5)

where q is the wavenumber. In this chapter the wavenumber is denoted

by q instead of the usual k, for uniformity with the derivations and results

in [138,142].

When a Rayleigh wave travels over a rough surface, Equation (6.5) be-

comes

ω = CRq + ∆ω, (6.6)

as per the perturbation method used to study this phenomenon in [138]. In

the above equation, ∆ω is a complex frequency perturbation, whose imagi-

nary part gives the attenuation exhibited by the wave, due to the presence

of the rough surface. Therefore, ∆ω can be written as

∆ω = ν1 + jν2, (6.7)

where ν1 and ν2 are the real and imaginary parts of ∆ω respectively. If the
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attenuation length lα is defined as the distance over which the Rayleigh wave

energy drops to 1/e from its initial value, it can be shown that

lα =
CR
2ν2

. (6.8)

The authors in [138] then demonstrate that ν2 can be written as

ν2

ω
=

(
δ2

Λ2

)
ω2. (6.9)

In Equation 6.9, ω2 is not another frequency term, but rather a complicated

function encapsulating material and Rayleigh wave properties, as well as the

statistical information of the surface.

Finally, by combining Equations 6.8 and 6.9, the attenuation length can be

found from:

l−1
α = 2

(
δ2

Λ2

)
qω2. (6.10)

In our study, the attenuation coefficient, α was used as a measure of attenu-

ation instead of the attenuation length; α is defined as the length over which

a wave’s amplitude drops to 1/e from its initial value. This choice was made

because both in an FE and in an experimental study it is more straight-

forward to measure a wave’s amplitude rather than its energy. It was then

necessary to convert between the two attenuation measures - let us assume

that there are two points in space, A and B, spaced lα apart:

A B

Let also the energy of the wave at points A and B be EA and EB respectively.

By the definition of the attenuation length,

EA = eEB. (6.11)
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It is also known that the energy of a wave is proportional to the square of its

amplitude, A [15]. Therefore,

EA = cA2
A, (6.12)

EB = cA2
B, (6.13)

where c is a constant of proportionality.

Dividing (6.12) by (6.13) yields :

EA
EB

=
A2
A

A2
B

. (6.14)

Substituting (6.11) in (6.14) yields

A2
A

A2
B

= e. (6.15)

For the same distance, the attenuation coefficient, α, is

α =
1

lα
ln

(
AA
AB

)
. (6.16)

Multiplying each side by 2 gives

2α =
1

lα
ln

(
A2
A

A2
B

)
. (6.17)

Substituting (6.15) yields

2α =
1

lα
ln(e). (6.18)

Therefore, for a known attenuation length l, the corresponding attenuation
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coefficient is:

α =
1

2lα
. (6.19)

Finally, Equations (6.10) and (6.19) can be combined, to arrive at the theo-

retical expression giving the attenuation coefficient of a Rayleigh wave prop-

agating over a statistically rough surface:

α =

(
δ2

Λ2

)
qω2. (6.20)

Equation (6.20) is the analytical relationship which this study attempted to

verify.

6.2.3 Asymptotic power relationships

Apart from the analytical α relationship in Equation (6.20), the verification

of the asymptotic power relationships which exist between α and δ,Λ and f

in the three scattering regimes were also investigated. To achieve this, it was

necessary to look into the ω2 term of Equation (6.20) in more detail.

As discussed in the previous subsection, the ω2 term is a function which is

unique to every material, Rayleigh wave, and statistical roughness scenario.

For the 3D case, the authors in [138] have shown that in the Rayleigh regime,

ω2 ∝ (ωΛ)4, and hence, α3DR
∝ f5δ2Λ2, where the subscripts 3D and R

denote the presence of three-dimensional roughness, and the Rayleigh region

respectively. Similarly, the authors in [142,152] demonstrated that in two di-

mensions, in the Rayleigh regime, ω2 ∝ (ωΛ)3 and thus that α2DR
∝ f4δΛ2,

where the subscripts 2D and R denote the presence of two-dimensional rough-

ness. This is also evident in Figure 6.3, where the ω2 function is plotted

against qΛ, for qΛ values less than 1, which by definition correspond to the

Rayleigh regime.
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Figure 6.3: ω2 versus qΛ, for qΛ values corresponding to the Rayleigh regime.
The cubic relationship between ω2 and qΛ can be seen here.

For values of qΛ greater than 1, corresponding to the stochastic regime, the

analogy between this study and the study in [144] was used to predict the

power relationships between α and δ,Λ and f . In this study, the authors

investigated the phenomenon of scattering from the grains of an inhomoge-

nous material, and demonstrated that the power relationship between α and

the variables of interest is independent of the number of dimensions. The

analogy in their study to the one presented here lies in both the fact that

the stochastic regime was defined again as the region where qΛ >1 and also

that the characteristic size of the “obstacle” was measured by its correlation

length. It can be therefore suggested that this independence holds true in

this study as well i.e. that the power relationships between α and δ,Λ and

f are the same in two and three dimensions. A 3D analysis has been com-

pleted by [146], and based on extending their findings from 3D to 2D, it is

expected that α2DS
∝ δ2Λf2. This power relationship can also be inferred by

the observations regarding the behaviour of the ω2 function in the stochastic

regime. Figure 6.4 shows how ω2 varies with qΛ in this region. It is clear
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Figure 6.4: ω2 versus qΛ, for qΛ values corresponding to the stochastic regime.
The linear relationship between ω2 and qΛ can be seen here.

that the variation is approximately linear, thus ω2 ∝ qΛ, and, by substituting

this in Equation (6.20), the same result of α2DS
∝ δ2Λf2 is achieved. Here it

is also worth noting that the absolute values of the ω2 function, which were

numerically calculated using the equations in [142] agree well with the results

in the same article.

The geometric regime is relatively unexplored in terms of rough surface scat-

tering - to the author’s knowledge there do not exist analytical expressions for

the power relationships between the attenuation coefficients and the rough

surface parameters for qΛ � 1. Therefore a different approach to the anal-

ysis presented here was used, and powers were treated as unknowns to be

found and verified in the FE study. For this regime, dimensional analysis

was used, utilising the principle of similitude, which stipulates that different

phenomena can be described by the same dimensionless variables if they can

be reduced to analogous forms [136]. Namely, for attenuation and scattering

phenomena, the same dimensionless analysis can be implemented if the sta-
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tistical parameters of the scatterer (δ and Λ) and the energy loss terms (α)

are normalised by the wavelength of the scattered wave.

For the specific case of this study, this means that the general form of such

a power relationship is

αn ∝ δmδ
n ΛmΛ

n , (6.21)

where αn = αλR (normalised attenuation coefficient), δn = δ/λR (normalised

RMS height), and Λn = Λ/λR (normalised correlation length). Additionally,

here mk denotes the power to which the variable k is raised.

Assuming non-dispersive Rayleigh waves, the wavelength is inversely propor-

tional to the frequency, and therefore:

δmδ
n ∝ fmδ , (6.22)

ΛmΛ
n ∝ fmΛ (6.23)

and

αn ∝ f−1. (6.24)

Combining Equations (6.22),(6.23) and (6.24) with Equation 6.21, yields the

following generalised expression:

α ∝ δmδΛmΛfmf , (6.25)

where

mf = mδ +mΛ + 1. (6.26)

Here, no assumptions about the rough surface, the Rayleigh wave or the

scattering regime were made, hence Equation 6.26 holds true regardless of

the number of dimensions or the scattering regime. This can also be con-

firmed by the fact that the power relationships for both α2DR
and α2DS

obey
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Table 6.1: Expected asymptotic power relationships, between the attenuation
coefficient and the RMS height, correlation length and frequency. In this
table, q is the wavenumber, δ is the RMS height, Λ is the correlation length
and f is the frequency.

Regime Rayleigh Stochastic Geometric

Limits qδ < qΛ < 1 qδ < 1 < qΛ 1< qδ � qΛ

α(δ,Λ, f) δ2Λf4 δ2Λ−1f2 δmδGΛ−1−mδG

β(δn,Λn) δnΛ2
n δn δ

mδG
−1

n Λ
−mδG
n

Equation (6.26). Additionally, for the geometric regime it is already known

that α is independent of f (mf = 0) [147]. If the other powers are ex-

pressed in terms of mδG, equation (6.26) implies that mδG = −1 − mΛG
,

and α2DG
∝ δmδGΛ−1−mδG , where the subscript G denotes the geometric

regime. The powers here were treated as unknowns to be found by the

FE analysis. Here it is finally worth noting that for all derivations δ < Λ

was assumed which follows numerous past rough surface scattering stud-

ies [150,153–155].

A summary of all the power relationships is shown in Table 6.1. In Table

6.1 the dimensionless variable β is also introduced, where β = αnΛ/δ. This

variable was also defined to later allow for plotting all of the results against a

single variable, in the stochastic and geometric regimes. This would have not

been possible simply using α, as α is always a function of at least two other

variables. Assuming that mδG is zero, this would reduce the dependence of

β simply to δn, allowing for the creation of a single plot with all numerical

data relating to the stochastic and geometric regimes.
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6.3 FE modelling

This section presents the method used to generate the FE models which were

subsequently used in all numerical simulations in this study. As discussed

before, one of the aims of this study was to use FE as a unified method to

study rough surface scattering from numerous rough surface and frequency

combinations, contrary to the various mathematical approaches needed to

treat each of the scattering regimes - hence necessary steps to ensure that

the results were achieved efficiently and had statistical meaning were taken.

The aim was to minimise the size of the model, ensuring that the rough

surface was inserted in a way that did not cause additional attenuation or was

unrealistic. This process along with the method to calculate the attenuation

coefficient, and an estimate of the computational resources required for this

study, is presented below.

Even though rough surfaces can be statistically equivalent if they have the

same δ and Λ values, each of them has a unique h(x) profile. Therefore, it

was necessary to average over multiple α values from multiple unique surfaces

for each δ, Λ and f combination, to ensure that the result was statistically

meaningful. To achieve this, Monte Carlo simulations were performed with

100 realisations per δ, Λ and f combinations using the high-fidelity GPU-

based FE solver Pogo, and the visualisation software PogoPro [6]. For the

material, the properties of Inconel 718 (Young’s modulus, E = 208.73 GPa,

Poisson’s ratio, ν = 0.303 and density, ρ = 7800 kg/m3) were used. For a

material with known material properties, the Rayleigh wave speed can be

estimated from Equation (2.16). For the Inconel 718 material parameters

used in the simulations, CR was found to be approximately 2892 m/s.

A schematic of the FE domain is shown in Figure 6.5. As shown in Figure

6.5, the rough surface was inserted to form part of the lower portion of a
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Figure 6.5: Schematic of the FE model. A Tukey window was applied to the
original rough surface, which was generated using the method described in
subsection 6.2.1 (in yellow), before it was inserted to form the lower boundary
of the FE domain (in red). The scale of the rough surface is exaggerated for
better visualisation.

rectangular, 2D FE domain. The length of the rough surface was selected to

be at least equal to 50Λ, to ensure ergodic stability [129]. A Tukey window,

w(x) was applied to the rough surface prior to insertion - this has the effect of

smoothing the boundary between the rough surface and the flat sides of the

domain. As a result, the Tukey window serves two purposes - first to prevent

a rough joint which would artificially increase the α value obtained from the

model, and second, to eliminate any discontinuities between the edges of the

rough surface and the domain. An equation for the w(x) which was used is

given below:

w(x) =


0 |x| ≥ LR

2

1 |x| ≤ LR
2 −

lw
2

1
2

[
1− cos

(
2π
|x|−LR

2

lw

)]
otherwise,

(6.27)

where LR is the length of the rough surface, and lw is the tapering length (i.e.

the length of the rough surface which will be affected by the window). For

the simulations here, lw = LR
10 was used. The smoothing effect was achieved

by multiplying h(x) with w(x).
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Figure 6.6: Detail of the FE domain’s meshing, after the Tukey-windowed
rough surface has been applied to its lower boundary.

For the meshing 2D triangular elements were used. The mesh size was set

to approximately λR/25, with λR being calculated each time at the centre

frequency. This level of mesh refinement is necessary to avoid numerical

stability errors and errors in the CR measurements [14], and also similar

mesh refinement levels can be found in analogous studies [156]. An example

of the meshing generated by Pogo is shown in Figure 6.6.

Two interesting features can be observed in Figure 6.6. Firstly, the smooth

joining between the rough surface and the rest of the domain can be seen.

Secondly, the mesh appears irregular near the rough surface and the boundary

of the domain, but very quickly reverts to a normal form away from them,

demonstrating Pogo’s ability for effective meshing of irregular areas. Here

it is worth acknowledging that meshing unavoidably truncates the fractal

nature of a real rough surface [157]. Weierstrass functions, which exhibit

self similarity have been used in past theoretical roughness studies [158].
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However, it was expected that, since the fractal nature lies well below the

wavelength, this truncation would not have a measurable effect on the results

of this study [154,159].

In terms of exciting the Rayleigh wave, a source line comprised of multiple

source nodes was defined to the left of the rough surface as shown in Figure

6.5. The length of the source line was set to be equal to 3λR, with λR being

calculated again from the centre frequency. For measuring the amplitude of

the Rayleigh wave, monitor nodes were defined just before and just after the

rough surface. This study again required the excitation of Rayleigh waves

with good signal-to-noise ratio and minimal excitation of other modes, both

of which could interfere with the attenuation measurements. Therefore, the

method described in detail in Chapter 2 was implemented for the excitation

of Rayleigh waves in this study.

To obtain the α value from each realisation, the Rayleigh wave’s z amplitude

was recorded just before and just after the rough surface. The attenuation

coefficient was then calculated from Equation (2.30), where in this case Ax1

and Ax2
were the z amplitudes of the Rayleigh wave just before and just after

the rough surface respectively.

As explained above, for each δ, Λ and f combination the numerical average

of 100 α values obtained from 100 unique surfaces was used, and hence an

equal number of FE domains were generated and solved. One Nvidia GTX

1080Ti with 11 GB of memory was used, and each set of 100 domains took

approximately 1.5 hours to solve. This level of efficiency allows multiple sets

of simulations to be solved, to cover a wide range of roughness and frequency

scenarios, providing more insight in the validation of the theoretical models.

A study of similar depth, and with such a large range of statistical parameters

would not have been possible in three dimensions due to computational ex-

penses and limitations. However, the 2D study presented here provides useful
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and meaningful insight in the verification of the existing 3D theory, as the

2D [142] and 3D [138] theory have been derived under the same assumptions

and using similar methods. Additionally, the 2D work here identifies the

most important regimes where 3D investigations may be conducted, without

the need to use computational time and resources in identifying those.

It is also worth noting that the same method described here was used to

generate all the FE models required for this study, regardless of the scattering

regime. This strengthens the universality of the findings here, as the need to

study each regime study has been eliminated - something which is prominent

in the theoretical studies.

An example of a Rayleigh wave field generated by implementing this method

is shown in Figure 6.7. As shown in Figure 6.7, a clean Rayleigh wave has

been generated. The minimal head waves which lie above the Rayleigh wave

have a very small amplitude, and also lie away from the measuring locations,

therefore they would not interfere with the attenuation measurements. The

rough surface, to the right of the Rayleigh wave can also be seen.

6.4 Results & discussion

Here the results from the FE study are presented - subsection 6.4.1 shows a

comparison between the analytical and FE α values, while subsection 6.4.2

presents the results relating to the power relationships between α and δ,Λ

and f . Finally, subsection 6.4.3 shows a master plot, where the attenua-

tion for simulations with multiple frequency and roughness combinations was

plotted.

In terms of the roughness parameters used, the investigation started in the

Rayleigh regime with δ values in the range of 10 − 25 µm. These reflect

roughness values which correspond to the roughness of metal parts made by
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Figure 6.7: Example of a Rayleigh wave field, travelling in the positive x-
direction created using the method described in this section. The colour scale
in the figure represents the absolute magnitude of the displacement at each
node. The Rayleigh wave’s centre frequency is 6 MHz and the rough surface
has δ=25 µm and Λ=50 µm. The QR code directs to an animation of this
process.
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additive manufacturing [160–162]. The correlation length was subsequently

selected to fulfil the δ < Λ condition, as required by the limits of the Rayleigh

regime defined in Table 6.1.

For obtaining the results, first it was necessary to establish that reliably

obtaining the amplitude was possible, i.e. that the rough surface has not

distorted the signal to the point where the peak of its Fast Fourier Transform

(FFT) is no longer distinguishable. For the purpose of investigating this,

it was assumed that the δ/Λ ratio can be thought of as an approximate

roughness measure, where small δ/Λ values imply low roughness, and δ/Λ

values approaching 1 imply high roughness. A comparison of both the time

and frequency domain signals obtained from a low and high roughness case

is shown in Figures 6.8 and 6.9 respectively.

As shown in Figure 6.8, both the time and FFT signals are of good quality.

There appears to be a small frequency shift in the FFT of the signal after

the rough surface in 6.8b, however, this is also an effect of the rough surface

[138, 142]. In Figure 6.9, both time and FFT signals are visibly noisier -

however, the peaks of the signals are clearly distinguishable, both in the

time and frequency domain and hence Equation (6.20) was expected to yield

accurate results. As a result, it was decided not to post-process the signals

to remove any of the noise.

As explained in the previous chapter, the unique nature of the rough sur-

faces, due to their random generation, requires averaging of the α values

each δ,Λ and f combination, to ensure that the results are statistically sta-

ble and meaningful. This number of averages was selected to be equal to 100

- therefore each of the points in the results figures is an ensemble average of

100 realisations with the statistical parameters and frequency corresponding

to that point. This number of averages was selected as it lies within the

50-200 range which has been used by the researchers in past similar stud-
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(a)

(b)

Figure 6.8: z displacement of a Rayleigh wave, just before and just after
encountering a rough surface, where δ/Λ ≈ 0.1 for the rough surface (a), and
corresponding FFTs (b).
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(a)

(b)

Figure 6.9: z displacement of a Rayleigh wave, just before and just after
encountering a rough surface, where δ/Λ ≈ 0.33 for the rough surface (a),
and corresponding FFTs (b).

175



Figure 6.10: Variation of α as the number of realisations increases, for three
δ/Λ values. For the dataset presented here, f = 10 MHz.

ies [153,154,156]. A verification that 100 realisations were sufficient was also

presented, by competing a convergence analysis similar to that of [163]. This

analysis was completed by plotting the average value of the attenuation coef-

ficient, as the number of realisations increased, and observing the number at

which α settled. Figure 6.10 shows the convergence of the attenuation coeffi-

cient as the number of realisations increases, for three δ/Λ combinations.

As shown in Figure 6.10, the rate of convergence of the attenuation coefficient

depends on the degree of roughness. Again, if δ/Λ is assumed to be a measure

of roughness, the simulations on Figure 6.10 relating to the least rough case

(δ/Λ = 0.125) appears to have converged after 15-20 realisations. The two

rougher cases with the higher δ/Λ values converge at a higher number of

realisations - however, in all three cases the attenuation coefficient value

converges before the 100 realisation limit, which further supports such a

choice.
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Figure 6.11: Comparison of the α values predicted by Equation (6.20), for
the rough surface of Inconel 718 with δ = 200 µm and Λ = 800 µm, with FE
results. The continuous line shows the theoretical variation of α, while the
FE results are plotted as “×”, with error bars corresponding to to SEs.

6.4.1 Quantitative results

A comparison between the theoretical attenuation values predicted by Equa-

tion (6.20), for Inconel 718, and roughness characterised by δ = 200 µm and

Λ = 800 µm is shown in Figure 6.11. For this set of results f was varied in

the range of 0.4-1.75 MHz. However, in the horizontal axis of Figure 6.11, the

dimensionless quantity qΛ is plotted - since in the simulation Λ was fixed and

q varies linearly with f for a given non-dispersive material, plotting against

qΛ is analogous to plotting against the frequency. Additionally, this allows for

a more direct comparison with [142], which also use qΛ in their analysis.

In Figure 6.11, as well as in Figures 6.12, 6.13 and 6.14 the mean attenuation

coefficient value is plotted as “×”, including error bars. The length of the
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error bars is equal to ± 2 standard errors (SEs), where SE is defined as:

SE =
σd√
n
, (6.28)

where σd is the standard deviation of the attenuation coefficient, and n is the

number of realisations used in computing that standard deviation.

It is clear that the FE results in Figure 6.11 follow the theory, with the

agreement being evident in more than one scattering regimes - the results

appear to agree well with the theoretical curve both in the Rayleigh qΛ <

1 and the stochastic qΛ > 1 regimes, as per the definitions in Table 6.1.

Additionally some of the points in Figure 6.11 lie in the transition between

the stochastic and geometric regimes (qΛ� 1).

Here it is also worth noting that some small discrepancies can be seen between

the theory and the FE results, mostly towards the larger qΛ values. How-

ever, since two different approaches are compared, it would be inappropriate

to interpret these discrepancies as the FE results not matching the theory.

There are three possible sources of these discrepancies - errors in the FE

simulations, poor convergence of the results at the 100 realisation limits and

approximations in the theory. Regarding the first concern, it has been shown

by recent studies that the results from FE modelling possess a high degree

of accuracy. The accuracy of FE results is discussed in detail in [164–166],

therefore the errors in FE study are expected to be small. Regarding the

insufficient convergence, the convergence study in Figure 6.10 shows that α

converges well below the 100 realisation limit, suggesting again that errors

related to this are expected to be small. Therefore, it is possible - indeed

likely, that the approximations and assumptions made by the theory are a

bigger contributor to the discrepancies shown in Figure 6.11. It can hence be

concluded that the agreement of the FE modelling results and the theory are
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a good indicator that the model follows it well, and can proceed to deeper

analysis of each scattering regime.

6.4.2 Asymptotic results

In this section the results relating to the power relationships between α and

δ,Λ and f , in each of the Rayleigh, stochastic and geometric regimes are

presented. To calculate the power relationship between α and the variable

of interest, the attenuation coefficient was plotted against that variable in a

log-log scale, and a best fit line, in the least square sense was plotted through

the resulting points. The power was then found from the gradient, m of the

best fit line.

Here it is worth noting that the power relationships from δ and Λ were cal-

culated from the plotting of the attenuation coefficients against their nor-

malised forms (δn and Λn) respectively. However, the power of either δn or

Λn to which αn is proportional, is the same as the power to which either δ

or Λ is proportional to α - this is because in both cases, the frequency and

hence wavelength (which is the normalisation variable) is fixed and there-

fore all values are normalised by a scalar, which does not affect the power

relationship.

6.4.2.1 Rayleigh regime

The results relating to the geometric region are shown in Figure 6.12. Figure

6.12a shows the simulation results relating to the δ2 relationship. To produce

Figure 6.12a, the frequency of the simulations was set to 0.5 MHz (λR =

5800 µm), and Λ was set to 80 µm. Then, δ was varied from 30 µm to

80 µm. The gradient of the best fit line in Figure 6.12a is 1.77, which is

fairly close to 2.
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Figure 6.12b shows the simulation results relating to the Λ relationship. To

produce Figure 6.12b, the frequency of the simulations was set to 0.5 MHz

(λR = 5800 µm) and δ was set to 20 µm. Then, Λ was varied from 50

µm to 90 µm. The gradient of the best fit line in Figure 6.12b is 0.94.

Again even though the power relationship has been calculated for αn(Λn), it

remains the same for against Λ, for the same reason explained in the previous

paragraph.

Figure 6.12c shows the simulation data, relating to the f4 relationship. To

generate the datapoints in Figure 6.12c, the rough surfaces were defined to

have δ = 10 µm and Λ = 20 µm. The frequency was varied from 1.75 MHz

to 2.25 MHz, and at each frequency point, a Monte Carlo simulation of 100

realisations was completed. The gradient of the best fit line in Figure 6.12c

is 3.77, which is close to the expected value of 4.

It appears that the powers obtained from the FE simulations here match

the theoretical powers in Table 6.1 well. Again, this power relationship can

be derived by combining the behaviour of the ω2 function in Figure 6.3 and

Equation (6.20) - in The Rayleigh regime, Huang & Maradudin have shown

that ω2 ∝ (qΛ)3, and therefore, based on Equation (6.20), expected that

α2DR
∝ δ2Λf4. Physically, as qΛ tends to zero, the Rayleigh wavelength

becomes so large compared with the roughness, that the wave is no longer

obstructed by it and hence, the attenuation coefficient also tends to zero.

6.4.2.2 Stochastic regime

The results relating to the stochastic region are shown in Figure 6.13. To

produce Figure 6.13a, the frequency of all simulations was set to 1 MHz

(λR = 2900 µm), and Λ to 800 µm. Then, δ was varied from 100 µm to

400 µm, satisfying the stochastic region’s condition. The gradient of the

best fit line was found to be 2.15.

180



(a) αn vs δn plot, Rayleigh regime.

(b) αn vs Λn plot, Rayleigh regime.

(c) α vs f plot, Rayleigh regime.

Figure 6.12: The FE results relating to the Rayleigh regime. The FE results,
plotted as “×” and the line of best fit through them are shown. The gradient
of the best fit line, m, is also shown. Values of the attenuation coefficient
(either absolute or normalised) are plotted on the vertical axis, whereas the
variable whose power relationship is investigated is plotted on the horizontal
axis.
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Figure 6.13b was generated by setting the frequency again to 1 MHz. Then,

δ was fixed to 200 µm, and Λ was varied from 400 µm to 1600 µm. The

gradient of the best fit line was found to be -1.25.

Finally, Figure 6.13c shows the FE results relating to the f2 relationship. For

this set of simulations, δ was set to 200 µm and Λ was set to 800 µm. The

gradient of the best fit line is 1.94.

It appears that the FE model also follows the theory relating to the power

relationships well in the stochastic regime too. Again, the power relationships

can be attributed to the behaviour of the ω2 function in Figure 6.4. In the

stochastic regime, ω2 can be seen to very linearly with qΛ and therefore, if

this linear variation is substituted in Equation (6.20), expected that α2DS
∝

δ2Λ−1f2, which was also verified by the FE study here.
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(a) αn vs δn plot, stochastic regime.

(b) αn vs Λn plot, stochastic regime.

(c) α vs f plot, stochastic regime.

Figure 6.13: The FE results relating to the stochastic regime. The FE results,
plotted as “×” and the line of best fit through them are shown. The gradient
of the best fit line, m , is also shown. Values of the attenuation coefficient
(either absolute or normalised) are plotted on the vertical axis, whereas the
variable whose power relationship is investigated is plotted on the horizontal
axis.
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6.4.2.3 Geometric regime

The results relating to the geometric region are shown in Figure 6.14.

Figure 6.14: αn vs Λn plot, geometric regime. The figure shows the FE
results, plotted as ×, and the line of best fit through them. The gradient of
the best fit line, m, is also shown on the figure. Values of the attenuation
coefficient (either absolute or normalised) are plotted on the vertical axis,
while the variable whose power relationship is investigated, is plotted on the
horizontal axis.

The geometric region is a region where the RMS height is greater than λR
2π ,

as per the definition made in Table 6.1. Therefore, the frequency in this

set of simulations was set to 5 MHz (λR = 580 µm), δ was set to 200 µm

and Λ was varied from 800 µm to 1600 µm to fulfil the necessary conditions.

The gradient of the best fit line in Figure 6.14 which relates to the power

relationship between the attenuation coefficient and the correlation length is

-0.83.

The negative gradient of the best fit line in Figure 6.14 implies that an in-

crease correlation length decreases the attenuation coefficient. This is be-
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cause, in the geometric regime, the wavelength has become so small compared

with the parameters of the rough surface, that it travels following the profile

of it, without getting scattered from it. The only obstacle is the number

of “bumps” that it will encounter - since the correlation length is inversely

proportional to the number of “bumps” in a given length, a long correlation

length implies few obstacles, and hence little attenuation.

From the dimensional analysis, it was found that mΛG
= −1−mδG. Since the

FE results here show that mΛG
≈ −1, this implies that mδG ≈ 0, i.e. that the

attenuation coefficient in the geometric regime is not only independent of f ,

but also independent of δ. This result is further investigated and discussed

in subsection 6.4.3.

6.4.3 Master plot & summary of results

In Table 6.1, the generalised attenuation coefficient was also introduced, β.

This generalised attenuation coefficient reduces the number of variables to

which the normalised attenuation coefficient is a function of, and therefore

allows for plotting of the results from multiple FE simulations, in the stochas-

tic and geometric regimes, against only δn. The results of this analysis are

shown in Figure 6.15.

In Figure 6.15, two asymptotes are plotted. The asymptote with m=1 corre-

sponds to the stochastic regime, while the asymptote with m=-1, corresponds

to the geometric regime. The point of intersection is at qδ = 1 ⇐⇒ δn =

1/2π, as per the definitions of the stochastic and geometric regimes in Table

6.1. It appears that the datapoints from the FE results follow both these

asymptotes in their relevant regimes, further confirming that the FE models

follows the theory. The transition point between the stochastic and geometric

regimes is also visible at δn = 1/2π. One further interesting result inferred

by this master plot is that it confirms both that mδG = 0 and mΛG
= −1.
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Figure 6.15: β vs δn master plot. Here, generalised attenuation coefficient
values are drawn for a large combination of frequencies and roughness pa-
rameters. The datapoints cover both the stochastic and geometric regions,
where the above proposed ad hoc approximation predicts that β ∝ δn and
β ∝ δ−1

n respectively, with the transition occurring at the δn = 1/2π point.
The Monte Carlo results with a fixed Λ (= 800 µm) are plotted as ×, the
results with a common f (=1 MHz) are plotted as ◦, and the results with
a fixed δ (= 200 µm) are plotted as 3. The dashed black lines show the
asymptotic approximation for both scattering regimes, while the red dashed
line indicated the transition point between them.
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This is because, on the right-hand side Figure 6.15, corresponding to the geo-

metric regime, expected, from the dimensional analysis that α2DG
∝ Λ−1−mδG

and β ∝ δ
mδG
−1

n Λ
−mδG
n . Therefore, mδG − 1 = −1 and mδG = 0. Also, since

mδG = 0, α2DG
is independent of Λ, as demonstrated in the previous section.

Finally, from Equation (6.26), mfG = 0, as suggested by [144,147].

A summary of the power relationships obtained from this FE study, compared

with the power relationships predicted by the theory is shown in Table 6.2.

Comparing Tables 6.1 and 6.2, it is clear that there is good agreement in the

asymptotic power relationship coefficient, across the Rayleigh and stochastic

regimes. For the geometric regime the respective powers were evaluated, and

their correctness verified using the master plot. This has two implications -

firstly, the well-established theory regarding scattering in the Rayleigh regime

was verified, both quantitatively and asymptotically. Secondly, the FE model

was able to also verify the asymptotic in the stochastic and geometric regimes

quantitatively, while the asymptotic results confirmed the applicability of

assumptions from scattering [144], to this study.

Table 6.2: Comparison of the theoretical and FE power relationships, be-
tween the attenuation coefficient and the RMS height, correlation length and
frequency. In this table, q is the wavenumber, δ is the RMS height, Λ is the
correlation length and f is the frequency.

Regime Rayleigh Stochastic Geometric

Limits qδ < qΛ < 1 qδ < 1 < qΛ 1< qδ � qΛ

α(δ,Λ, f) (Theory) δ2Λf4 δ2Λ−1f2 Λ−1

α(δ,Λ, f) (FE Results) δ1.77Λ0.94f3.77 δ2.15Λ−1.25f1.94 Λ−0.83
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Chapter 7

Conclusion

7.1 Review of thesis

The work in this thesis primarily investigated the potential use of ultrasonic

waves for fatigue state characterisation of steel components. Namely, for flat

and near flat components the potential use of Rayleigh waves was proposed,

while for pipe geometries, the use of creeping and shear bulk waves was

investigated. The extensive use of surface waves in the duration of this work

also motivated a study of the attenuation behaviour of Rayleigh waves when

those propagate on rough surfaces.

In an industrial application, it is important to be able to assess the fatigue

state of steel components - this becomes increasingly important for safety-

critical components, due to the severity of the consequences shall such com-

ponents fail unexpectedly due to fatigue damage. Due to the latter, indus-

try currently uses very conservative estimates, resulting in high inspection,

maintenance and replacement costs. These estimates are bound to be con-

servative, due to the theoretical models which currently exist not being able

to accurately characterise the fatigue state of a real life component which is
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subjected to cyclical (but unpredictable in terms of frequency), amplitude

and load level, loading.

An alternative approach would be the use of ultrasound, as the theory sug-

gests that ultrasonic waves are sensitive to the presence of fatigue damage;

this sensitivity is visible as a reduction in their propagation speed. The re-

duction is expected to be monotonic as fatigue progresses, and therefore, it is

possible to construct plots showing the variation in speed versus the fatigue

state of a component. When those are constructed, an inverted approach can

be used, where the change in propagation speed of an ultrasonic wave in a

component with an unknown level of fatigue damage can be correlated to a

unique fatigue state through the aid of such a diagram. Past studies have

investigated this phenomenon and constructed such diagrams, using bulk

waves, and observed this monotonic evolution of the wave speed as fatigue

progressed - however, the changes measured were small due to fatigue inher-

ently being concentrated on the surface of a component. The work in this

thesis investigated how these changes can be amplified, to increase the confi-

dence in such measurements - this is because, even small errors in calculating

the change in speed value would result in large over- or underestimation of

the fatigue state of a component.

The aforementioned work also inspired a separate, in depth study of how the

attenuation coefficient of Rayleigh waves is affected when they travel over a

rough surface. As any real surface possesses a certain degree of roughness,

it is important, especially for applications where the attenuation coefficient

is to be measured accurately in an NDE inspection, to be able to identify

and account for the presence of this roughness. Additionally, similarly to

the fatigue state investigations discussed above, an inverted approach can be

equally useful i.e. to use the attenuation information of a Rayleigh wave after

it has travelled over a rough surface to assess the degree of roughness of the
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surface.

In Chapter 2, the theory and methods for exciting a clean Rayleigh wave in

FE were presented. This was achieved by implementing the theory related to

the propagation of Rayleigh waves and the features of the Pogo FE package.

A method for correctly modelling the attenuation of Rayleigh waves in a

material was also derived.

Chapter 3 presented the theory around the phenomenon of fatigue-ultrasound

interaction. The phenomena related to this theory were subsequently verified

with the use of longitudinal bulk waves. Rayleigh waves were then imple-

mented in analogous measurements to show that the monotonic reduction in

speed as fatigue progresses still holds true, but the amplitude of the changes

in speed was magnified. An FE model was also derived using the experimen-

tal information, which was able to model the propagation speed effects which

fatigue has on the propagation of longitudinal bulk and Rayleigh waves.

The idea of using surface waves for fatigue state characterisation was further

investigated in Chapter 4, by implementing creeping waves to characterise the

fatigue state of pipe geometries. This was attempted by also considering that

in a realistic application, it is often the case that there is no access to the inner

surface. Therefore, creeping waves were excited in an FE model on an annulus

by exciting shear wave, travelling at an angle, towards a suitable location on

the inner surface of the pipe. A thorough optimisation process of this method

was presented as well as some results from idealised models - however, the

poor performance of this method in more realistic scenarios motivated the

trial of other methods too, such as the utilisation of the phenomenon of

beating, the use of SH0 waves and the implementation of noise suppression

methods.

It was found that none of the methods discussed in the previous paragraph
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performed adequately for the purposes of this study. Therefore, Chapter 5

presented an alternative method which involved the use of bulk shear waves to

obtain similar changes in speed versus fatigue state information. Shear waves

are known to be more sensitive to the presence of fatigue damage, however,

the difficulties related to their excitation have made them a less popular choice

in the NDE community. Here, an alternative method achievable through

the use of EMATs was presented, which allowed for the creation of shear

wave C-scans of comparable quality to those created by longitudinal waves,

with no coupling, while longitudinal waves require a water-immersion facility.

This method can be used in both flat and moderately curved geometries -

additionally, a method to expanding this to surfaces with smaller curvatures

was also discussed.

Finally, Chapter 6 presented in detail the modelling techniques and results

related to the attenuation behaviour of Rayleigh waves when they propagate

over rough surfaces, in 2D. The relevant theory, as well as the creation of

the FE models used in this study was explained followed by a presentation

of both the analytical and asymptotic results of the study and the potential

implications of these result for 3D studies.

7.2 Summary of main findings

7.2.1 Ultrasonic methods for characterising the fatigue

state of steel components

For all the ultrasonic measurements related to flat surfaces, a set of five

purposely fatigued plates, each at a different fatigue level, was used. Those

plates were manufactured by Trueflaw and each contained a circular fatigued

area in its centre.

191



Longitudinal wave speed C-scans were generated for each of the plates with

the aid of an immersion tank. Suitable processing of these revealed that, as

the theory predicts, ultrasound is sensitive to the presence of a fatigue zone

as all C-scans revealed a circular low-speed area at the location of the fatigue

spot. Furthermore, the contrast between that area and the surrounding ma-

terial became more severe as the plates’ UFs increased - as a result, the ∆CL

vs UF diagram created from these 5 plates showed a monotonic reduction in

speed as fatigue progressed.

With the use of a suitable wedge setup, Rayleigh wave speed maps were also

created for each plate by taking multiple Rayleigh wave speed measurements

across the centreline of each plate. Again these showed the sensitivity of the

ultrasound to the presence of a fatigue zone to increase with an increase in UF,

however, compared with longitudinal waves, the magnitude of the changes

was amplified by approximately ten times. This is because the waves spend

their entire propagation inside the fatigue zone, contrary to through-thickness

measurements during which waves spend a very limited time inside the fatigue

zone. Therefore the use of the ∆CR vs UF graph instead of the ∆CL vs UF

graph in an inspection scenario would yield significantly higher confidence in

the fatigue state prediction - this is because a human/equipment error would

have a smaller effect in the ∆CR and therefore, the resulting fatigue state

prediction.

Both longitudinal and Rayleigh wave data were combined, along with a strain

profile provided by Trueflaw for one of the plates, to create an FE model able

to encapsulate the effects of fatigue in the propagation speed of both types

of wave. This was achieved using an equivalent solid approach - initially,

the strain profile was converted into a Young’s modulus profile, comprised of

eight different, gradually reducing Young’s modulus values. This profile was

implemented in 2D Pogo, by defining an area of equal length to the diameter
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of the fatigue spots and height equal to 10% of the plate’s thickness. In

this area, eight different material layers were defined, each corresponding to

one of the materials in the Young’s modulus profile, with the lowest Young’s

modulus area being on the surface of the FE domain and the rest containing

gradually increasing Young’s modulus values. The Rayleigh wave change

in speed data was then used to control the severity of this profile - this

was achieved by using a gradient multiplication approach to the profile, and

a trial and error approach, up until five unique Young’s modulus profiles

were obtained, each corresponding to one of the plates. When those profiles

were used in a longitudinal bulk wave simulation of plates with the same

dimensions, a very good match was found between the simulation results

and the experimental longitudinal wave change in speed values, indicating

that this method can indeed correctly model the effects of fatigue on the

propagation speed of longitudinal and Rayleigh waves.

Multiple interesting observations were made when attempting to extend the

use of surface waves in pipe geometries. Having assumed no access to the

inner surface, creeping waves were excited on the inner surface of a pipe by

firstly exciting a shear wave at the outer surface of the pipe, travelling at

an angle such that it excited a creeping wave when it arrived near the inner

surface. It was found that whether the shear wave would indeed excite a

creeping wave was a strong function of the ratio of the wavelength of the

shear wave to the inner radius of the pipe i.e. for a given inner surface, the

wavelength must be large enough to perceive the surface as curve and excite

the creeping wave. It was also found that the location to which the shear

wave is steered is a weaker function of whether a creeping wave will be excited

- this is because, as the theory suggests it is sufficient for any part of the shear

wave field to pass close to the inner radius. Therefore, any sensible choice of

a focusing location leads to the generation of a creeping wave.
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The same Young’s modulus profile approach was used in the annulus models

to simulate the presence of a fatigue ring around the inner surface. When a

creeping wave travels around the inner surface of the annulus, it leaks energy

into the bulk of the material which can be received on the outer surface, and

hence, the speed can be calculated. For idealised models, with the use of

absorbing layers it was found that indeed creeping waves are very sensitive to

the presence of fatigue, and for the geometries investigated here, the changes

in speed from creeping waves were found to be approximately fifteen times

bigger than those observed with longitudinal waves.

Unfortunately this method didn’t yield satisfactory results in more realistic

FE simulations, with the absorbing layers removed. The underlying reason

was the weak nature of the leaky wave. As the magnitude of the leaky wave

was measured to be two orders of magnitude less than that of the shear wave,

its presence was masked by: (i) the multiple reflections of the shear wave after

it had excited the creeping wave, (ii) the outer surface creeping waves which

were unavoidably excited by the source and (iii) other inner surface creeping

waves which were excited by the arbitrary motion of the reflected shear waves

inside the annulus. Therefore, this idea was not pursued further, however,

there is still room for optimisation especially for thicker walled pipes which

may be of interest in other applications.

As a result, the study reverted back to the use of through-thickness measure-

ments, this time using EMATs, as they are inherently more sensitive to the

presence of a fatigue zone. An EMAT was mounted on a 3-axis stepper motor

frame, which was pre-programmed to take shear wave speed measurements

in a grid, similar to a standard immersion tank setup, in order to generate

analogous shear wave speed maps for the five fatigued plates. Prior to the

creation of the C-scans, the repeatability and replacement accuracy of the

EMAT were tested, both of which were found to be more than sufficient for
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our purposes, as any associated errors were found to be much smaller than

the expected changes in speed. The C-scans revealed two interesting features

- first when visually comparing the CL with the CT scans, multiple common

features could be seen. This indicates that EMATs are capable of perform-

ing such scans. Additionally, when calculating the change in speed inside

the fatigue zone, it was found not only that the magnitude of the change in

each plate is larger for shear than for longitudinal waves, but also that this

magnification is approximately equal to 3γ2/4(≈ 2.56 for steel) as suggested

by the theory.

Having observed that the use of shear waves excited by EMATs is practical

for speed (and hence fatigue state) measurements, it was extended to pipe

geometries. For all pipe related measurements, a pipe specimen from Trueflaw

was used, which contained 2 purposely fatigued spots similar to the plates.

After establishing the good performance of the EMAT on the curved surface,

a semi-automated C-scan was performed on it, achieved by using the frame

to move the EMAT in the axial direction, and manually rotating the pipe

using a dividing head. The resulting CT map clearly showed the fatigue

spots, as well as the difference in the UF between them. Additionally, having

acknowledged a small loss in signal quality and CT accuracy due to the curved

nature of the surface, a curved EMAT prototype was manufactured, whose

curvature matched the outer surface of the pipe. It was found that even the

use of this simple prototype improved the CT measurements. As a result,

for the case where a pipe with a large curvature is to be inspected, such an

approach can potentially be successfully used in the case that a flat EMAT

does not perform adequately. Therefore, using a ∆CT vs UF graph instead

of a ∆CL vs UF graph for a cylindrical component would again yield a more

confident fatigue state prediction, for the reasons discussed above.
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7.2.2 Attenuation of Rayleigh waves due to surface

roughness

The amount by which the rough surface affects a Rayleigh wave is a function

of the surface’s statistical parameters, and the wave’s frequency. This phe-

nomenon, in the literature, is split into three scattering regimes - the Rayleigh

(low frequency), stochastic (low to medium frequency) and geometric (high

frequency) regimes. In the Rayleigh and stochastic regimes, both quantitative

and asymptotic power relationships exist between the attenuation coefficient

and (i) the surface’s statistical parameters and (ii) the wave’s frequency, while

the geometric regime has remained relatively unexplored.

Using Monte Carlo FE simulations, the existing theory was verified in 2D for

the Rayleigh and stochastic regimes, while power relationships were derived

for the geometric regime with the aid of dimensional analysis. The verifica-

tion was achieved both qualitatively, with absolute attenuation values from

the FE simulation being compared against attenuation values from analytical

expressions, and asymptotically, by comparing the predicted power relation-

ships with the ones obtained from multiple FE simulations. The simulations

were also able to extend the validity of the theory in combinations of fre-

quency and surface parameters outside the stated region of validity of the

theory.

Finally, it is worth highlighting the value of the 2D study in terms of veri-

fying the 3D theory too. Due to computational restriction, the entirety of

this study was completed in 2D. However, it is highly likely that the 2D ver-

ification and extension has useful implications for the 3D scattering - this is

because the small perturbation theory used to derive the 2D and 3D theory

is identical, and the mathematical analysis and resulting expressions share

multiple common features.
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7.3 Future work

The work presented in this thesis provides a good basis for extending the

proposed methods to an industrial environment. Therefore, some research

for technology transfer is proposed both for the Rayleigh and shear wave in-

spection methods. Such a study would encompass a plethora of parameters

to be optimised, including but not limited to: suitable frequencies for dif-

ferent components, maximum and minimum component dimensions, wedge

sizes/angles for the Rayleigh wave method and curvature considerations for

the shear wave method. Additionally, the sensitivity of any new conven-

tional transducer or EMAT developed through this study would have to be

thoroughly investigated.

In addition to the above, further study on the behaviour of curved EMATs

obtained through 3D printing is also proposed. In this study, a simple proto-

type yielded good results - therefore, it is worth investigating by how much

the performance of such an EMAT can be improved if the manufacturing

parameters are optimised. Additionally, a study to determine the maximum

curvature (and hence smallest possible pipe) is also suggested.

For implementing the technique of correlating ∆C to a specific UF, in an

industrial environment, either with Rayleigh or shear waves, some calibration

of the technique is required to account for the sensitivity of ∆C to the exact

material composition. Namely, it would be useful to generate ∆C vs UF

curves for steels with slightly different chemistries to investigate the effect of

the steel’s composition, and if possible, derive correction factors for industrial

use. Additionally, these tests would ideally involve different plastic strain

cycles that reflect those in nuclear power generation plant, or at least cycles

that result in a realistic fatigue region thickness, and would cover a UF range

up to something close to unity. In this way, the two probable, yet likely, main
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variables influencing the change in velocity with fatigue would be realistically

investigated. Also, analogous studies could be completed to investigate the

effect of oxidisation, and any potential implications arising when assesing

non-uniform geometries.

In terms of FE modelling, it was demonstrated that a Young’s modulus pro-

file approach for representing fatigue damage yielded accurate results when

comparing the simulation results to experimental measurements. However,

as suggested by the theory, shear waves behave differently to longitudinal

wave when encountering fatigue. As such, a step change in complexity of

the FE model to encapsulate this behaviour would be to add an analogous

Poisson’s ratio profile to the model - at the time of writing of this thesis, and

to the knowledge of the author there does not currently exist a simple way to

obtain such a profile. Therefore, an experimental and numerical simulation

to derive a method for obtaining such profiles is proposed.

Finally, the study presented here regarding the attenuation of Rayleigh waves

when they travel over a rough surface was completed fully in 2D. Despite the

results also providing very useful insights in terms of the 3D analytical and

asymptotic relationships predicted by the theory, it would be useful if an

analogous study was completed in 3D. An initial 3D study was not feasible

due to the large number of simulations required to obtain meaningful re-

sults - however, in the light of the 2D results which revealed combinations

of statistical parameters which are of interest, a 3D study has become more

viable.
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